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1 Proposal guidelines

For your final project, you’ll study an area of computer vision in significantly more depth. All
projects should involve reading research literature, implementing a computer vision system,
and evaluating that system.

• You may work in a group of up to 4 people. If you’d like to work in a larger group,
please chat with us; our expectations for your project will be higher.

• This project is open-ended: you can either choose from a list of project ideas from the
list below, or you can propose a topic of your own. We highly encourage you to propose
your own project. You’ll probably get a lot more out of the experience!

• If you are proposing a new project, you should say: 1) what problem you are addressing,
2) why it is interesting or important, 3) what methods you’ll use to solve it, 4) how
you’ll evaluate your work.

If you select a project idea from the list, please describe in more detail what you’ll
do. For example, if you choose an idea from the list that involves reimplementing a
paper, please: 1) briefly describe the algorithm in the paper, 2) describe what you will
implement, and 3) say how you’ll evaluate your model.

• Your project proposal should be short (less than one page is fine).

• Projects that overlap with your research (or your side projects) are generally fine.

• You don’t necessarily need to use visual data for your project. You can also apply
techniques described in the course to other signals (e.g. audio, LIDAR, medical imagery,
etc.).

• If you’d like to significantly change the focus of your project after submission, you may
revise your Gradescope submission. For example, if a topic covered later in the course
grabs your attention, you may update your proposal to address it instead. We will then
review the updated proposal.
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• We unfortunately cannot provide GPU resources to groups, beyond what is available on
Google Colab. Please keep this in mind when proposing a project. You may simplify
your models (e.g. if you are reimplementing a paper, by training them on less data) to
help address this.

• We encourage you to come to office hours to discuss your project ideas, so that we can
help steer you toward relevant research literature. We may also point you to materials
when we grade your proposal.

• The proposal will be worth 5% of your final project grade (and recall that your full final
project is worth 30% of your overall class grade).

• Since this is a group project, you unfortunately cannot use late days for your deliverables.

2 Project ideas

We’ve provided a few project ideas below. Please note that these projects only cover a very
small portion of the possible things you can do — most involve reimplementing and extending
a paper. We encourage you to propose your own, creative project ideas, and to use these as a
starting point! We may also add new project ideas to this list in the coming weeks.

Reconstructing historical scenes. Recently, Luo et al. [1] obtained a dataset of “antique”
binocular stereo pairs, recorded using cameras from the 19th century. For this project, follow [1]
and reconstruct the 3D structure of these historical scenes using a stereo depth estimation
algorithm, and use a view synthesis algorithm to simulate new viewpoints of these scenes.
Extend their work in some way (e.g. by trying to improve the depth estimation, inpainting, or
view synthesis methods).

Video magnification. Implement a state-of-the-art motion magnification algorithm, such as
the method of Wadhwa et al. [2] or a recent deep learning-based method. Try running it on
your own videos, too.

Audio-visual source separation. Implement the audio-visual source separation method of
Afouras et al. [3]. Optional extensions include replacing the audio network with an image
translation network, adding a recurrent network for long-range synthesis, and using a different
video representation.

Multi-view 3D reconstruction. Implement a simple structure from motion system, such
as Bundler [4] or SFMedu. Apply the model to simple video sequences. Qualitatively
demonstrate the effectiveness of your reconstructions (e.g. by using them as part of a view
synthesis methods).

Instance segmentation. Implement Mask R-CNN [5]. You may need to simplify the model
for performance reasons, such as by using a smaller CNN backbone and training on a subset
of the data.

Semantic segmentation. Implement a semantic segmentation method, such as [6], and
compare the results to other approaches that use a different network architecture (e.g. compare
dilated convolution models to skip connection models).
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Self-supervision. Implement a self-supervision method, such as MOCO [7], CMC [8], or
audio-visual contrastive learning [9]. Experimentally evaluate how different design decisions
affect performance on downstream classification tasks.

Colorizing historical photographs. Implement the interactive colorization method of [10].
Use it to provide color to old black-and-white photos, using a human in the loop to provide
your model with helpful hints.

Unpaired image translation. Implement CycleGAN [11]. Extend the model using tech-
niques from GAN literature, and experimentally evaluate how these changes affect performance.

Image captioning. Implement a neural captioning model, such as [12]. Compare the result
of your model to a nearest neighbor approach [13].

Motion estimation. Implement an optical flow method, such as a recent neural network
based approach [14, 15] or classic optimization-based methods [16, 17].
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