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The prospect of intelligent robotic agents taking increasingly significant roles in
our human society suggests that it would be prudent for robot designers to ensure
that robot behavior is governed by some sort of morality and ethics — that robots
should be trustworthy. But what would this actually mean?

Research in artificial intelligence has profited from, and contributed to, the
study of human cognition, including the fields of cognitive science and cognitive
neuroscience. Likewise, we might hope that efforts to design moral and ethical
systems for robots will both draw upon, and contribute to, a deeper understanding
of morality, ethics, and trust among human beings [18,11].

Many of the benefits of society come from cooperation, which in turn depends
on trust between cooperating partners.

“Trust is a psychological state comprising the intention to accept vulnerability
based upon positive expectations of the intentions or behavior of another.” [15]

For an intelligent robot to function successfully in our society, to cooperate with
humans, it must not only be able to act morally and ethically, but it must also
be trustworthy. It must earn and keep the trust of humans who interact with it.
We will first look at trust among a few partners, who can often choose whether to
cooperate, and then at the social norms that make up morality and ethics, that
are the foundation of trust and cooperation among everyone in a society.

Describing decision theory as the basis for “rational” action, the leading text-
book in Artificial Intelligence [16, p.611] says that a rational agent should choose
the action that maximizes the agent’s expected utility. (Game theory is decision
theory in contexts where multiple agents are making decisions to maximize their
own expected utilities [10].)

The crux of a decision theory or game theory formulation is the definition
of the utility function, which is intended to represent the agent’s preference over
states of the world. In principle, the utility function can be arbitrarily sophisti-
cated, even considering the welfare of everyone in society equally [17]. However, in

1University of Michigan, Computer Science & Engineering, 2260 Hayward Street, Ann Arbor,

Michigan 48109 USA, Email: kuipers@umich.edu



practice (for simplicity, and following the structure of recreational games), utility
is typically defined in terms of the agent’s own reward. Unfortunately, examples
like the Prisoner’s Dilemma [2] and the Tragedy of the Commons [6] demonstrate
that “rational” maximization of self-centered expected utility can easily lead to
very poor outcomes, both for the individual and for society.

The Prisoner’s Dilemma (and even more so, other economic games such as the
Public Goods Game or the Basic Trust Game) illustrate barriers to cooperation
among a few participants. If every participant contributes their share, everyone
gets a good outcome. But each individual participant may do even better by
optimizing their own reward at the expense of the others. With self-centered utility
functions, each participant “rationally” maximizes their own expected utility,
often leading to bad outcomes for everyone.

Naturally, when a potential cooperative partner has a reputation of exploiting
any vulnerability to maximize selfish reward, trust toward that partner is not well
justified, and the benefits of cooperation are not likely to ensue. We will review
methods that have been proposed for incorporating trust and trustworthiness into
utility functions to reward trustworthiness in game theory.

We turn our attention to morality and ethics, which define social norms that
provide a basis for trust among all the members of society. As more people follow
the social norm, “Thou shalt not kill”, each of us needs to spend less effort and
vigilance on defending ourselves, leaving more resources for more productive uses
[14]. Likewise for social norms like “Thou shalt not steal”, or even “Drive on the
right side of the road”.

I will start from the position that the purpose of morality and ethics is to im-
prove the welfare of society as a whole. A society is made up of individual agents,
who have some degree of autonomy, some degree of interdependence, and some
ability to choose whether to participate in the society. Therefore, the welfare of
the individual agents is also important, but is, in an evolutionary sense, secondary
to the welfare of the society as a whole.

This is a consequentialist position on the fundamental nature of morality and
ethics. From this perspective, the ultimate determination of whether the welfare of
society has been well served is whether the society survives and thrives, including
whether it is able to generate viable successor societies as conditions change [4,13].
This evolutionary perspective suggests that what is right or wrong, or good or
bad, may change with conditions.

Of course, it is completely infeasible for an individual agent to make accurate
predictive consequentialist calculations of the effects of potential actions on the
long-term welfare of society as a whole. Therefore, individual agents need feasi-
ble methods for making individual moral decisions in real time. These are neces-
sarily heuristics — methods that provide useful, practical approximations of the
intractable ideal criteria.

As we have discussed, one type of heuristic method that is particularly favored
in artificial intelligence includes decision theory and game theory, which define
the “rational” choice of action as the one that maximizes the agent’s expected
utility [16]. We treat decision theory and game theory as heuristic methods in this
context because, to be tractable, they must be applied to models that are vastly



simpler than the complex reality that they attempt to describe. These heuristic
methods are clearly closely related to utilitarianism.

Another type of heuristic method consists of pattern-directed rules and con-
straints that can evaluate a situation quickly enough to support real-time decision-
making. Constraints that rule out certain actions as morally unacceptable (e.g.,
testifying against your partner in crime in return for a reduced sentence), trans-
form a game like the Prisoner’s Dilemma into a different game with an obvious
optimal solution. Rules can lead to preferences over potentially acceptable actions
by classifying them as positive or negative along various dimensions of moral
evaluation [5]. This heuristic resembles the ethical theory of deontology.

A third type of heuristic method, case-based reasoning [8], uses knowledge
in the form of concrete cases that illustrate positive and negative examples of
particular natural concepts. To discern which actions best exemplify virtuous
behavior in the current situation, a case-based reasoning method assesses the
similarities between proposed actions and the scenarios exemplified by the cases.
The action retrieved from the best-matching case is then modified appropriately
for the current situation. This heuristic is closely related to the philosophical
method of casuistry [7] and to virtue ethics [1].

One theme in artificial intelligence research is that effective commonsense
knowledge may be structured as multiple distinct representations for the same
domain [12]. My own work on spatial knowledge and the Spatial Semantic Hi-
erarchy [9,3] shows how a robot can use topological, metrical, procedural, and
continuous control methods, each when most appropriate, to do different kinds of
learning, planning, and acting in the spatial environment.

In the moral domain, these three very different heuristics can be used to ex-
amine proposed solutions to a moral problem, ruling out solutions that are un-
acceptable according to one or another criterion, and providing a useful ordering
on the remaining viable options.

• Should you use a sharp knife to cut into the body of a human being? Of
course not, unless you are a qualified surgeon performing a necessary op-
eration. (Deontology: a rule with an exception.)

• If you are that surgeon, is it permissible to sacrifice this patient in order to
save the lives of five others? Of course not! (Virtue ethics: a good surgeon
keeps faith with the patient.)

• Is it OK to throw the switch that saves five lives by directing a runaway
trolley onto a side track, where it will kill one person who would have been
safe? Well, . . . (Deontology says it’s wrong to allow preventable deaths;
Utilitarianism says fewer deaths is better; Virtue ethics says the virtuous
person can make hard choices.)

I argue that heuristics based on utilitarianism (decision theory), deontology (rule-
based and constraint-based systems), and virtue ethics (case-based reasoning) are
all important tools in the toolkit for creating artificial agents capable of partic-
ipating successfully in our society. Each tool is useful in certain contexts, and
perhaps less useful in others.
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