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Abstract to drive improvements for the future. All of these tasks

. require effective ways to cull through large amounts of
The performance of a backbone network is vulnerable tQ,a5surement data, often in real time, to produce concise,

interdomainrouting changes that affect how traffic trav- e aningful reports about changes in network conditions.
els to destinations in other Autonomous Systems (ASes). To track events inside their own network, operators

Despite having poor visibility into these routing changes, . ;
. . collect measurements of data traffic, performance statis-
operators often need to react quickly by tuning the net-

work configuration to alleviate congestion or by notify- tics, the internal topology, and equipment failures. The

ing other ASes about serious reachability problems. Forperformance of a backbone network is especially vulner-

. R . able tointerdomainrouting changes that affect how data
tunately, operators can improve their visibility by moni- . o .
: . traffic travels to destinations in other Autonomous Sys-
toring the Border Gateway Protocol (BGP) decisions Oftems (ASes). For example, a link failure in a remote
the routers at the periphery of their AS. However, the : bie.

. AS could trigger a shift in how traffic travels through
volume of measurement data is very large and extract-

ing theimportantinformation is challenging. In this pa- a network, perhaps causing congestion on one or more

) . ._links. Fortunately, operators can gain additional visibil
per, we present the design and evaluation of an onling_ . : . .
. ity into the interdomain routing changes by monitoring
system that converts millions of BGP update messages -
. . S the Border Gateway Protocol (BGP) decisions of routers
day into a few dozenctionablereports about significant : . :
. i X at the periphery of their AS. In this paper, we address the
routing disruptions. We apply our tool to two months of

BGP and traffic data collected from a Tier-1 ISP bac:k—Challenge of analyz|_ng a large yolume_of BGP update
) . messages from multiple routers in real time to produce a
bone and discover several network problems prewousl)é .

S . mall number of meaningful alerts for the operators.
unknown to the operators. Validation using other data o )
sources confirms the accuracy of our algorithms and the !N @dditionto the large volume Of data, producing use-
tool's additional value in detecting routing disruptions. Ul reports is challenging because: (i) BGP update mes-

sages show the changes in AS-level paths without indi-

cating why or where they originated, (ii) a single network
1 Introduction event (such as a failure) can lead to multiple update mes-

sages during routing protocol convergence, (iii) a single
Ensuring good performance in an IP backbone networlnetwork event may affect routing decisions at multiple
requires continuous monitoring to detect and diagnoséorder routers, and (iv) a single event may affect multiple
problems, as well as quick responses from managemeuwlestination prefixes. Having a small number of reports
systems and human operators to limit the effects on enthat highlight onlyimportantrouting changes is crucial
users. Network operators need to know when destinato avoid overwhelming the operators with too much in-
tions become unreachable to notify affected customerformation. The reports should focus on routing changes
and track down the cause of the problem. When meathat disrupt reachability, generate a large number of up-
surements indicate that links have become congestediate messages, affect a large volume of traffic, or are
operators may respond by modifying the routing proto-long-lived enough to warrant corrective action. These
col configurations to direct some traffic to other lightly- concerns drive the design of our system. We have eval-
loaded paths. These kinds of measurements are also cruated our system on two months of data from a tier-1
cial for discovering weaknesses in existing network pro-ISP and discovered several important problems that were
tocols, router implementations, and operational prasticepreviously unknown. Our system analyzes millions of



BGP update messages per day to produce a few dozen | 1.Ignoreif the next hop is unreachable;

. 2. Highest local preference;
actionable reports for the network operators. 3. Shortest AS path:

Despite some high-level similarities, our approach dif- 4. Lowest origin type;
fers markedly from recent work on root-cause analysis 5. Lowest Multiple-Exit-Discriminator (MED) valug
of BGP routing changes [6, 8,13, 15, 30]. These studies among routes from same AS;
6. eBGP routes over iBGP routes;
anglyze streams of BGP update_messages fro_m vantage 7. Lowest IGP cost (*hot-potato”):
points throughout the Internet, with the goal of inferring 8. Lowest router ID;
the location and cause of routing changes. Instead, we .
consider BGP routing changes seiasidea single AS Table 1:BGP decision process

to identify—and quantify—theffectson that network.
Realizing that root-cause analysis of routing changes is
intrinsically difficult [27], we search only for explana-
tions of events that occur close to the AS—such as inter-
nal routing changes and the failure of BGP sessions with
neighboring domains—and mainly focus on alerting op-
erators to the performance problems they can address.
Hence, our approach is complementary to previous work
on root-cause analysis, while producing results of direct
and immediate use to network operators.

In the next section, we present background material
on BGP, followed by an overview of our system in Sec-
tion 3. In Section 4, we group BGP update messages into Policy-oriented protocol: Routers can apply complex
routingevents We identify persistently flapping prefixes policies to influence the selection of the best route for
and pinpoint the causes. In Section 5, we introduce theach prefix and to decide whether to propagate this route
concept of aoute vectotthat captures the best BGP route to neighbors. Knowing why a routing change occurs re-
for each prefix at each border router. We identify five quires understanding how policy affected the decision.
types of routing changes that vary in their impact on the  To select a single best route for each prefix, a router
traffic flow. In Section 6 we group events by type to iden- gpplies the decision process [21] in Table 1 to compare
tify frequently flapping prefixes, BGP session resets, andhe routes learned from BGP neighbors. In backbone net-
internal routing disruptions; we validate our results gsin works, the selection of BGP routes depends on the inter-
RouteViews data, syslog reports, and intradomain topolaction between three routing protocols:
ogy data. In Section 7, we use prefix-level traffic mea- External BGP (eBGP): The border routers at the pe-
surements to estimate the impact of the routing changesiphery of the network learn how to reach external des-
Section 8 shows that our system operates quickly enougfinations through eBGP sessions with routers in other
to generate reports in real time. Section 9 presents relateflSes. A large network often has multiple eBGP sessions
work, and Section 10 concludes the paper. with another AS at different routers. This is a common

requirement for two ASes to have a peering relationship,
. and even some customers connect in multiple locations
2 BGP Overview for enhanced reliability. For example, Figure 1 shows
AS C has two eBGP sessions with ASand two eBGP
The Border Gateway Protocol (BGP) [21] is the routing sessions with AS3. As a result, there are three egress
protocol that ASes use to exchange information aboupoints to destinations in A®.
how to reach destination address blocks [joefixes. Internal BGP (iBGP): After applying local policies
Three key aspects of BGP are important for our study: to the eBGP-learned routes, a border router selects a sin-

Path-vector protocol: Each BGP advertisement in- gle best route and uses iBGP to advertise the route to the
cludes the list of ASes along the path, along with otherrest of the AS. In the simplest case, each router has an
attributes such as the next-hop IP address. By represenBGP session with every other routere(, a full-mesh
ing the path at the AS level, BGP hides the details of th6BGP configuration). In Figure 1, the routet learns
topology and routing inside each network. a two-hop AS path to destinations in A3 from three

Incremental protocol: A router sends an advertise- routerscl, ¢2, andce3.
ment of a new route for a prefix or a withdrawal when Interior Gateway Protocol (IGP): The routers inside
the route is no longer available. Every BGP update mesthe AS run IGP to learn how to reach each other. The two
sage is indicative of a routing change, such as the oldnost common IGPs are OSPF and IS-IS, which compute
route disappearing or the new route becoming availableshortest paths based on configurable link weights. The

Figure 1:Interaction of routing protocols in A8’



routers use the IGP path costs in the seventh step in Taperateonline so operators may take corrective actions
ble 1 to select thelosestegress point. In Figure 1, the to improve network performance. For ease of presenta-
number near each link inside AS indicates the IGP tion, we describe the functionality of our system in four
cost of the link. Based on the decision rule$,prefers  distinct stages, as illustrated in Figure 2:
the routes throughl andc3 over the route through2 RouteTracker (Section 4): The first module merges
due to the smaller IGP path costs. the streams of BGP updates from the border routers and
The decision process in Table 1 allows us to comparddentifies routingevents—groups of update messages for
two routes based on their attributes. We exploit this obthe same prefix that occur close in time. Along the way,
servation to determine whether a router switched from ghe module identifies prefixes that flap continuously.
better route to a worse route, or vice versa. EventClassifier (Section 5):The second module clas-
sifies the routing events in terms of the kind of routing
change and the resulting impact on the flow of traffic
through the network. For example, we define a cate-

In this section, we describe how to track the BGP routingd®"y calledinternal disruptionthat pinpoints the events
changes in an AS. Then, we present an overview of ouf@used by internal topology changes.

system and describe the data we collected from a Tier-1 EventCorrelator (Section 6): The third module iden-
ISP backbone to demonstrate the utility of our tool. tifies related events by clustering over time and prefixes.
In contrast to previous studies [6, 8,13, 15, 30], we focus

mainly on events that occur very close to the network
3.1 Measurement Infrastructure (e.g.,eBGP session resets or internal disruptions) and

The routers at the edge of an AS learn BGP routes Viglavg a signiﬁgant impact_ on traffic. In addition, our cor-
eBGP sessions with neighboring domains, and then Se,.,rtgel‘?\tlon algorithms consider whether the border routers
update messages to other routers inside the AS via iBGBWitched from a better route to a worse route, or vice
sessions. These border routers have complete visibillersa—information not readily available in eBGP data
ity into external and internal routing changes. |dea||y,feeds used in previous work on BGP root-cause analysis.
each border router would provide a complete, up-to-date TrafficMeter (Section 7): The last module estimates
view of all routes learned from eBGP and iBGP neigh-the impact of routing changes on the flow of traffic, to
bors. This data would allow our system to emulate thedraw the operators’ attention to the most significant traf-
BGP decision process of each router, to understand whifc shifts. Using prefix-level measurements of the traf-
a router switched from one BGP route to another. Un-fic leaving the network, TrafficMeter computes a traffic
fortunately, acquiring a timely feed of all eBGP updatesweight that estimates the relative popularity of each pre-
received from neighboring ASes is difficult in practfce. fix. The module predicts the severity of each event clus-
In this study, we analyze routing changes using onlyter by adding the weights of the affected prefixes.
the data readily available in today’s networks—a feed of In moving from raw updates to concise reports, we ap-
the bestroute for each prefix from each border router. Py time windows to combine related updates and events,
Our monitor has an iBGP session with each border routeand thresholds to ﬂag C|usterS W|th Signiﬁcant traffiC VO|-
to track changes to the best route over time. A daily snapumes. We use our measurement data and an understand-
shot of the routing table from each border router is alsdng of BGP dynamics to identify appropriate time win-
collected to learn the initial best route for each prefix. ~dows; the threshold values reflect a trade-off between the
Since routing changes can have a significant effect offumber and significance of the disruptions we report.
the distribution of the traffic over the network, traffic
measure_ments are very useful for quantifyi_ngithpact 3.3 Applying the System in a Tier-1 ISP
of a routing change. In our measurement infrastructure,
the monitor receives a feed of prefix-level traffic statistic We have applied our prototype to a Tier-1 ISP back-
from each border router. Because our analysis focuses dmone with hundreds of border routers connecting to cus-
how routing changes affect the way traffiaveshe net- tomer and peer networks. Although we would ideally
work, we collect the outgoing traffic on the edge links have iIBGP sessions with all border routers, we could
emanating from the border routers. only collect data from the routers connecting to peer net-
works. Still, the BGP routing changes at these routers
give us a unique view into the effects of BGP routing
changes in the larger Internet on the ISP network. In
Our troubleshooting system analyzes BGP routingaddition, these border routers receive reachability infor
changes visible from inside a single AS and quantifiesmation about customer prefixes via iBGP sessions with
the effects on the network. The system is designed t@ther routers, allowing us to analyze changes in how

3 System Architecture

3.2 System Components
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Figure 2:System design

Component Reduction Factor 1

RouteTracker updates— events 15.2 -

EventCorrelator events— clusters 31.7 ' - 198133.206024

TrafficMeter clusters— “important” clusters | 327.6 0.9 7 2031063024

Total updates— “important” clusters | 158460 5 / = all prefixes

S 0.85(
Table 2:Incremental information reduction 08
0.75]

these border routers would direct traffic via customers. 07k i _ _ _ .
On a few occasions, our monitor experienced a tem- " eranvarime econds)

porary disruption in its iBGP connectivity to a border
router; we preprocessed the BGP feeds as suggested Figure 3:CDF of the BGP update inter-arrival time
in [22, 29] to remove the effects of these session resets.
The traffic data is collected from every border router
by enabling Cisco’s Sampled Netflow [1] feature on all the convergence process [3,4]. The intermediate routes
links. To reduce the processing overhead, flow recordsire short-lived and somewhat arbitrary, since they de-
are sampled using techniques in [19]. Although sam-+end on subtle timing details that drive how the routers
pling introduces inaccuracies in measuring small trafficexplore alternate paths. To generate reports for the op-
volumes, this does not affect our system since we onlyerators, we are interested in the change from one stable
use the traffic data to identify large traffic disruptions. route to another rather than the details of the transition.
As shown in Table 2, our system significantly reducesAs such, we group BGP updates for the same prefix that
the volume of data and produces only a few dozen larg@ccur close together in time. Although previous studies,
routing disruptions from millions of BGP updates per in particular BGP root-cause analysis, have followed a
day from the periphery of the network. “Important” clus- similar approach [6, 8,13, 20, 22], we group the updates
ters in the table are clusters that affect more than 1% o#@crossall of the border routers since a single network
total traffic volume in the network. In the remainder of disruption may cause multiple border routers to switch to
the paper, we present detailed results from the routingiew routes, and we wish to treat these as a single event.

and traffic data collected continuously from August 16, \We define areventas a sequence of BGP updates for

2004 to October 10, 2004—an eight-week period. the same prefix from any border router where the inter-
arrival time is less than a predefinedent timeoutCare-
4 Tracking Routing Changes ful selection of the event-timeout value is important to

avoid mistakenly combining unrelated routing changes

In this section, we describe how we transform rawOr splitting a single change into two events. An appro-
BGP update messages into routing events. We merggriate event-timeout value can be determined by charac-
streams of updates from many border routers and idenf€rizing the inter-arrival time of BGP updates in the net-
tify changes from one stable route to another by groupingVork. For a controlled experiment, we analyze the inter-
update messages that occur close in time. Along the wayval times of BGP updates for publiaconprefixes
we generate a report of prefixes that flap continuously. that are advertised and withdrawn every two hours [17];
we also study the dynamics of the entire set of prefixes.
Figure 3 presents the cumulative distribution of the
inter-arrival time of BGP updates for four beacons re-
A single network disruption, such as a link failure or pol- ceived from all of the border routers during a three-week
icy change, can trigger multiple BGP messages as part gieriod starting August 16, 2004, with theaxis plot-

4.1 Grouping BGP Updates into Events
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Yo T w0 10w low as7 on one day and as high d6 on others. These
eventdurton (second) persistently flapping prefixes were responsible for 15.2%
of the total number of BGP update messages over the
two-month period, though the proportion varied signifi-
cantly from day to day (from 3.2% to 44.7%). These re-
ted on a logarithmic scale. More than 95% of the inter-Sults were especially surprising given that all of the bor-
arrival times are within a few tens of seconds; then theder routers were running route-flap damping [5], which
curves flatten until the inter-arrival time is around 7,000is meant to suppress repeated updates of the same prefix.
seconds reflecting the two-hour advertisement periodVVe identified three main causes of persistent flapping:
In addition, previous studies have shown that the path- Unstable interface/session:Using syslog data [16]
exploration process is often regulated by a 30-seconffom the border routers, we determined that 3% of
MinRouteAdvertisementinterv@RAI) timer [14]. As  these updates (0.456% of the total number of updates)
such, we choose an event timeoutrofseconds, allow- were caused by repeated failures of a flaky edge link or
ing the difference between the arrival times of updates aeBGP session. The prefixes were advertised each time
different vantage points to be as large as two MRAIs plusthe link/session came online, and withdrawn when the
a small amount of variance. Looking across all prefixedink/session failed. In Figure 5, the routersAi$, prefer
in our dataset, abo@8% of the updates arrive less than the BGP route advertised by the custordes, over the
70 seconds after the previous update. BGP route advertised by the pe&6;. However, a flaky
link between router®3 andC would lead the routers in
AS to repeatedly switch between the stable route via
AS3 and the unstable route viaS;. Route-flap damp-
Certain prefixes never converge to a stable path due tthg did not stopAS; from using the unstable route from
persistent routing instabilities. Persistent flapping dis AS2 for two reasons: (i) today’s routers reinitialize the
rupts the reachability of the destination and imposes &lamping statistics associated with an eBGP session after
significant BGP processing load on the routers, makingt session reset and (ii) routers do not perform route-flap
it important for operators to detect and fix these prob-damping on iBGP sessions. In the short term, opera-
lems. However, if we group updates for a flapping prefixtors could respond to these cases by disabling (and ul-
using a70-second timeout, the grouping process wouldtimately repairing) the flaky link or session; in the longer
continue indefinitely. Instead, we generate a report oncéerm, router vendors could change the implementation of
a sequence of updates exceedsaximunduration, de-  route-flap damping to prevent the persistent flapping.
fined as theconvergence timeout MED oscillation: Through closer inspection of the
The convergence-timeout value should be largeBGP update messages and discussions with the opera-
enough to account for reasonable convergence delays amolrs, we determined that 18.3% of these updates (2.78%
yet small enough to report persistent flapping to the op-of the total) were caused by protocol oscillation due to
erators in a timely fashion. To identify an appropriatethe Multiple Exit Discriminator attribute. Unlike the
value, Figure 4 plots the complementary cumulative dis-other steps in the decision process in Table 1, the MED
tribution function (CCDF) of event duration for the BGP comparison is applied only to routes with the same next-
updates in our network, with both axes on a logarithmichop AS. As a result, the BGP decision process duss
scale. More than 99% of events last less than a few hunimpose an ordering on the routes in the system: a router
dred seconds, consistent with the findings in [3] that BGPmay prefer route over routeb, b overc, andc overa. In
typically takes less than three minutes to converge. Ashe absence of an ordering of the routes, the routers may
such, we select a convergence-timeout valuédofsec-  switch continuously between routes [18,25]. Upon de-
onds (0 minutes) for reporting flapping prefixes. tecting a MED oscillation problem, the operators can re-
By applying our RouteTracker module to eight weeksquest that the neighboring AS use a different mechanism
of measurement data, we generated reports for elibut to expressits preferences for where it wants to receive the
prefixes per day, on average, though the number was dgaffic destined for these prefixes.¢.,RFC 1998 [10]).

Figure 4:CCDF of event duration on a log/log scale

4.2 Detecting Persistent Flapping



Conservative flap-damping parameters: The re-
maining 78.6% of these updates (11.9% of the total)
correspond to repeated advertisements and withdrawals
by a neighboring AS. By inspecting the configuration
of the routers, we verified that the flap-damping param-
eters assigned for these prefixes were not sufficient to
dampen the instability. Using different parameters for
different prefixes is not uncommon and is, in fact, rec-
ommended [2]. For example, ASes are advised to more
heavily penalize the (many) smaller address blocks and Figure 6:R-vector element changes
to disable damping on critical prefixes.g., the sub-
nets that contain the Internet’s root DNS servers). Upo s .
noticing persistent flapping that is evading the dampin(‘r:}‘a'2 Classifying Routing Events
algorithm, the operator could contact the neighboring ASyhen the network changes from one set of stable routes
to investigate the root cause or tune the router configurag another, comparing the old and new r—vectcRVz(”d
tion to apply more aggressive damping parameters.  and RV, respectively) sheds light on the reason for

the change and the effects on the traffic. We first describe
5 Classifying Routing Changes the types of changes that each border router might expe-
rience and then present five event categories that consider
In this section, we describe how we classify events tothe behavior across all of the routers.
generate useful reports for the operators and to facilitate
the clustering of related events in the next section. Sincg 2 1 Types of Events at One Border Router
the current measurement infrastructure collects the BGP
data only from the border routers connecting to peer net10 illustrate the types of routing events, Figure 6 shows

works, the following analysis is applied to the prefixes €xamples for two destination prefixes. For pregix
learned exclusively from peer ASes. border routers3 R, and BR; have eBGP-learned routes

throughASs> and ASs, respectively; border routds R
selects an iBGP-learned route throuBtR.. For pre-

fix po, border router®3 R, and BR3 have eBGP-learned
To handle the large volume of BGP data arriving from routes throughd.S; and AS,, respectively; border router
the many border routers, EventClassifier needs a succind® R, selects an iBGP-learned route throuBiR.. The
representation of the routing state as it evolves over timedashed lines represent different ways an event can affect
Rather than considering every BGP attribute, we focusB R;’s routing decision, as summarized in Table 3:

our attention on how traffic entering at a border router No change: The border route3R; may undergo a
would leave the AS en route to the destination prefix transient routing change only to return to the same stable
A border routerBR; may select a rout@g; learned di-  best route. More generally, the BGP route may change
rectly from one of its eBGP neighbors; in this case, wein some attribute that is not capturedZi. In Figure 6,

say thatBR; has routeR) with the next-hop address a change in howAS, reacheg, does not necessarily
nh,op% corresponding to the eBGP neighbor anﬁlagg changeBR;’s decision to direct traffic vial S,. For all

of e for external. Alternatively, a border routBR; may  of these scenarios, traffic entering the network at rojter
select ag?/, a route learned via iBGP from another bor- destined for the prefix would continue to flow through
der router, resulting in a next-hop addregsp? of the ~ the AS in the same way.

——»  oldroute
----%  new route

——>  route change

RV, =< (ER,/¢), (ER,), (BRT) >

RV, =< (BR,1), (ER,/e), (ER, ¢ >

5.1 Merging Routes from Border Routers

remote border router and fag}, of i for internal. In a Internal path change: An internal event may cause
network withn border router®3R, , BR,, . .., BR,,, we & router to switch from one egress point to another. In
have a route vector-{vector) for prefixp of this case, routef uses an iBGP-learned route before and

U (R R pn after the routing changeé¢., flagi ™" = flag}°'® =i)

p = (Bp, By oees By) but with a different next-hop router.¢., nhop{;”ew #+
where thejth elementR) = (nhop), flag)) represents nhop’°'%). In Figure 6, a change in the IGP topology
the bestroute for prefixp at router BR;. By analyz- could makeBR, seeBR3 as theclosestegress point for
ing the evolution ofRV,,, we can identify and classify reaching prefip,, instead ofBR».
the routing changes that affect how traffic leaves the AS, Loss of egress point: An external event may cause
while ignoring changes in other BGP attributessg, a route to disappear, or be replaced with a less attrac-
downstream AS path or BGP community) that are be-ive alternative, forcing a border router to select an iBGP
yond the operators’ control. route. In this case, a routdtR; hasflagg"’ld =e and



Type of Change for R}, v '?fﬁnition v routing change that occurs more than one AS hop away
No change flagh®® = flagy™" does not affect thek] values. A transient disruption
J _ 7, mew .
e — ”hjo{’gw i may cause temporary routing changes before the border
fl“}f’?’ iold fl“ip’ imew routers converge back to the original BGP routes. These
: nhopy ~_ # nhopy events are worthwhile to report because the downstream
Loss of egress point flagh® " =e, flagy =i .
: - Told P routing change may affect the end-to-end performance
Gain of egress point flagy®® =i, flag) =e . L.
Flag T = flagl ™ —o (e.g.,by changing the round-trip time for TCP connec-
nhgpj,uld ! nhpopj,new ' tions) and the convergence process may lead to transient
£ £ performance problems that can be traced to the routing

Internal path change

External path change

Table 3:The types of change for-vector elemenfz/, event. As shown in Table 4, this category explains about
half of the events and half of the BGP update messages;
Event Category Events | Updates | Upd.JEV. these events trigger an average of 12 or 13 update mes-
Distant/transient disruption| 50.3% 48.6% 12.6 sages for the BGP convergence process.
Internal disruption 15.6% 3.4% 2.9 ; P ;
Single extemgl disrapton | 207% — 5% =5 Internal d_|5rupt|0n. An_ internal event can cause a
Multiple external disruption|  7.4% | 18.2% | 32.0 router to switch from one internally-learned route to an-
Loss/gain of reachability 6.0% | 21.9% | 47.0 other. We define an event asiaernal disruption if the
change of each of the elements in its r-vector is either
Table 4:Event distribution in updates of type “no change” or of type “internal path change”,

with at least one element undergoing an “internal path
change.” Caused by a change in the IGP topology or an
iBGP session failure, these events are important because
they may cause a large shift in traffic as routers switch
from one egress point to another [27,28]. As shown in
) Table 4, internal disruptions account for about 15% of the
that u_sed to leave th? network B, 1o shift to BR,. events and just 3.4% of the updates; on average, an inter-
Gain of egress point: An external event may Cause n| event triggers just a few iBGP update messages as
an eBGP-learned route to appear, or be replaced withyme routers switch from one existing route to another.

:\?vitgﬁrégmgnailéeéﬁ:g:r’n(lazarocllzge f; Zgrggz;;?fet::n;% Single external disruption: Some events affect the
. old e routing decision at a single border router for an eBGP-
one. In this case, a routésR; has flag,*'* =i and

, _ ) learned route. We define an event asirgle external
flag)™" =e. In Figure 6, supposé.S; starts advertis-

: 4 X disruption if only one r-vector element has a change of
ing a route top; again; thenBRl wpuld start using the type “loss of egress point” “gain of egress point, or
eBGP-learned route, causing a shift backot, . “external path change.Typically, an ISP has eBGP ses-
External path change: An external eventmay cause @ gjons with a neighboring AS at multiple geographic loca-
router to switch between eBGP-learned routes with difvjons making it interesting to highlight routing changes
ferent next-hop ASes. In this case, tfieig; remains  ha¢ affect just one of these peering points. These kinds
at e while the next hop changes.d., nhop;™ #  ofevents cause a shiftin traffic because routers are forced
nhop?°'4). In Figure 6, supposelS, withdraws the to select an egress point that is further away [12]. For
route forp,, causingB R, to switch to an eBGP-learned example, a single external disruption may arise because
route fromAS3. Then,BR; would start directing traffic  an eBGP session between the two ASes fails, forcing
to a different egress link at the same router. the border router to switch to a less-attractive route. As
shown in Table 4, these disruptions account for over 20%
of the events and nearly 8% of the updates; since these
localized events affect a single router, the number of up-
Since each of the elements in the r-vector can have five date messages per eventis limited.
different types of changes, routing events could fall into  Multiple external disruptions: In contrast to the pre-
5" different categories, which would be extremely un- vious category, some events affect more than one border
wieldy for generating reports for network operators. In-router. We define an event asrailtiple external disrup-
stead, we classify the events based onséaeerityof the  tion if multiple r-vector elements have a change of type
impact on the traffic, leading to five disjoint categories: “loss of egress point,” “gain of egress point,;” or “exter-
Distant/transient disruption: Some events do not nal path change,” and the r-vector includes at least one
have any influence on the flow of traffic through the AS. eBGP-learned route before and after the evei Fig-
We define an event adistant or transient disruption if ure 6, if the owners of prefix; changed providersto start
each element of the r-vector has “no changA’distant  usingAS, instead ofAS; andASs, every border routers

flagg;"ew =i. In Figure 6, supposdS, withdraws its

route forp; and thatBR; has no other eBGP-learned
routes; thenBR; would select the iBGP-learned route
from BR,. This routing change would force the traffic

5.2.2 Classes of Route-Vector Changes



150 ¢ Sdistantfransient disruption tions can occur at arbitrary times and may affect a large

Hinternal disruption

Zsingl extema) denntor number of destination prefixes, as discussed in the next
m lossigain of reachabilt section. Given the high variability in the number and

100 -

type of events, predicting them in advance and overpro-
visioning for them is very difficult, making it even more
important for operators to learn about disruptions as they
occur to adapt the configuration of the network.
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6 Grouping Related Events

Figure 7:The (normalized) # of daily events by category.  In this section, we describe how to identify related events
acrosstime and prefixes By clustering events across
time for the same prefix, we identify destination pre-

in AS; would experience a disruption. As shown in Ta- fixes that have unstable routes. By clustering events of
ble 4, this Category accounts for jUSt over 7% of eVent&he same type across preﬁxesy we group events that ap-
and 18% of updates; the large number of update mespear to have a common cause. We present techniques to
sages stems from the convergence process where mulijentify groups of prefixes affected by hot-potato routing
ple border routers must explore alternate routes. changes and eBGP session resets, which are responsible

Loss/gain of reachability: An event may cause a pre- for many of the large clusters. We validate our inferences

fix to disappear, or become newly available. We de-using RouteViews data [24], syslog reports [16], and an
fine an event alss of reachability if every r-vector ele- independent analysis [28] of internal topology changes.
ment with an external route experiences a “loss of egress
point. A loss of re.achab|I|ty is extremely |mporta.nt. be- 6.1 Frequently Flapping Prefixes
cause it may signify a complete loss of connectivity to
the destination addresses, especially if the routers havBome destination prefixes undergo frequent routing
no route for other prefixe®(g.,supernets) covering the changes that introduce a large number of events in a rel-
addresses. Similarly, we define an everdais of reach-  atively short period of time. In contrast to the persistent
ability if initially no eBGP-learned routes exist and at flapping analyzed in Section 4.2, these routing changes
least one r-vector element experiences a “gain of egresgccur at a low enough rate to span multiple events. For
point” In some cases, thgain of reachability is indica-  example, a prefix may have a long-term instability due to
tive of a problem, if the network does not normally have flaky equipment that fails every few minutes, falling out-
routes for that prefix. For example, a neighboring ASside of our 70-second window for grouping BGP updates
may mistakenly start advertising a large number of smalinto events. Even if the equipment fails at a higher rate,
subnets; overloading the memory resources on the routehe BGP updates may be suppressed periodically due to
may have dire consequences, such as crashing the nebute-flap damping [5], leading to multiple events. Iden-
work [7]. As shown in Table 4, this category accounts fortifying these slowlyfrequently flappingrefixes is impor-
6% of the events and nearly 22% of the update messagegint for addressing long-term reachability problems and
the gain or loss of reachability often triggers a large num-<or reducing the number of BGP updates the routers need
ber of update messages as every border router explores handle.
the many alternate routes. To identify frequently flapping prefixes, we group
Overall, the severity of the external events increasegvents for the same destination prefix that ooclose
from single external disruptions to multiple external dis- together in time(with an inter-arrival time less than
ruption, and ultimately to loss/gain of reachability. In threshr), and flag cases where timeimber of events
general, the number of events in the “loss/gain of reachaexceeds a predefined threshdldax_count). We im-
bility” and “multiple external disruption” is stable over plement this heuristic by keeping track of each prefix
time, whereas the other categories vary significantlythat has had an event in the last-eshr seconds, along
Figure 7 shows the number of daily events (whedé  with the time of the last event and a count of the to-
represents the average number of events per day ovéal number of events. Upon learning about a new event
the eight-week study) for each event category during thédrom RouteTracker, we check if the prefix has experi-
week of September 6-12, 2004. For example, Septemenced an event in the lastreshr seconds and update
ber 7 had a large number of distant/transient disruptionghe timestamp and counter values; once the counter ex-
and some days see a much larger number of internal diseedsnaz_count, we generate a report.
ruptions and single external disruptions than others. The Since route changes can happen on virtually any
high variability arises from the fact that network disrup- timescale, the parametetéreshr and maz_count



10 e together magnifies the visibility of the common effects
10° 23 oot - 300 secencs and substantially reduces the number of reports for the
operators. The five categories identified in Section 5.2
provide an effective way to identify prefixes affected in
a “similar way.” In addition, we also consider whether
the border routers changed from a better route to a worse
route, a worse route to a better route, or between two
equally-good routes, in terms of the first six steps of the
P @ 0 10’ decision process in Table 1. This distinction gives us in-
sight into whether the old route was withdrawn (or re-
Figure 8:CCDF of the number of events per cluster for event Placed by a less-attractive route), the new route recently
correlation across time appeared (or was replaced by a more-attractive route), or
the router switched between two comparable rowges (
because of a change in the IGP path costs).
should be set to highlightthe most unstable prefixes with- |, particular, we group events for different destination

out generating an excessive numbgr of _rep_orts_. Figure ﬁrefixes that (i) belong to the same category (using the
shows the complementary cumulative distribution of thetaxonomy from Section 5.2), (ii) undergo the same kind
number of events per cluster over our eight-week meays yansition (from better to worse, or worse to better),

surement period. For all three valuestaf-esh, more _and (i) start no more thathreshp seconds after the
than 99% of the clusters have fewer than ten events; stillyist eyent. We consider the start time of the events be-

a small number of very large clusters exist. Having a

very smallthreshr might cause our system to overlook gareq by the network event. We implement this heuristic
some unstable prefixes with allong cycle betwe.en routmq)y keeping track of the identifying information for each
changes. For example, a prefix that has a routing chang§ster (.e., the event category and the kind of transi-
every ten minutes would not be detected ijreeshr Of - igny a5 well as the time of the first event and a count

300 seconds. Based on the results in Figure 8, we assig the number of events. Upon generating a new event,

threshy to 900 seconds anaax_count 10 1010 draw e check if the event matches with the identifying in-

attention to the_small number of very unstable prefixes. formation and arrives withinhreshp seconds after the
Inour analysis, the percentage of events caused by frgjrst event in the cluster. The correlation process adopts

quently flapping prefixes varies from day to day from a5 ¢jystering algorithm similar to those used in previous

low of 0.41% to a high 0f32.78%, with an average of BGP root-cause analysis studies [6, 8, 13].

3.38%. MO.S.t Of these ‘?"e”ts are in category _Ioss/gam Settingthresh p too small runs the risk of splitting re-

of reachability.” We believe that frequent flapping ter]dslated events into two clusters. If a network disruption

:.O orlgl_nbfiltetne?rr] theAgestlr_}anorll_, dmtaklng _thfese Instabilizfrects a large number of prefixes, the effects could eas-
;E;l\i/;: oir(;lguriesrtic f(?rsi. de%;g/:ng ferg;;g; tell\;eﬂr;cpepsihgqu spread over several tens of seconds. For example, a

. BGP session failure or hot-potato routing disruption that
prefixes to the BGP data from RouteViews [24]. For the P 9 b

. affects tens of thousands of prefixes requires the router

Wegk of _S_eptember26 to Oc_tober 2, 2004$5Ibreflxes to send numerous update messages, which could easily
we identified were also flapping frequently in at least one .
h i it in the RouteVi data. Wheth take up to a minute [28]. To account for these effects,
other vantage point in theé Routeviews dala. ethelve carefully select a value of 60 seconds fareshp
(and how) operators react to frequently flapping prefixes

depends on the network responsible for the problem. I]g;\fter a study of the duration traditional routing changes

the f t flaopi ; f the ISP’ (e.g.,session resets) normally take to affect all of their

etrequenthapplng ;:omes rol;n 02? ot € K .Sﬂ?mnrelated prefixes. Sincéreshp is used to compare the
customers, the operators may be aple o Work With ey, 4 times of the two events, our heuristic cannot as-
customer to identify and fix the problem. If the flapping

comes directlv from a peer network (or one of the eerssume that a cluster is complete once the current time
Y P ( P Pe time of newly arrived BGP update in the system)

t
cr) e Ty Coa et 0 . o o 1
' ter since an event may still be “in progress.” Knowing
that an event lasts at most the convergence timeout (from
6.2 Disruptions Affecting Multiple Prefixes Section 4.2), in our heuristic, each cluster waits for a to-
tal of threshp + convergence_timeout to ensure that
A single disruption (such as a link failure or a policy no ongoing, correlated events should be included in the
change) may affect multiple prefixes in a similar way, cluster. In total, then, our heuristic waits for 660 seconds
in a very short period of time. Grouping these prefixesbefore declaring a cluster compléte.

fraction
e
S

cause the first update is most likely to be directly trig-



10" g event. Such information can be obtained by comparing
- ;‘ the old and new r-vectors for all of the events in the clus-
10* R ] ter because each element in the r-vector carries the next-
- “‘x:*w\\:&\ hop address for the corresponding router.
5 = ‘A*f\:;ﬂy A previous study [28] proposed a heuristic for identi-
§1O_3 \ ) L, ] fying hot-potato routing changes at a single router, based
i \ M. on a single stream of BGP updates from that router and
107] = memaldarton o | > data from an IGP topology monitor. Applying this tech-
%."Ji‘l;?'a‘oie:j&jﬁ nique to specific ingress routers allowed us to make di-
10°L = - - . . rect comparisons between the two approaches. For the
1 O mberofevens 10 period from August 16 to September 30, 2004, over 95%

_ of the large clustersi.g., clusters with more than 1000
Figure 9: CCDF of the number of event per cluster for event events) of internal disruptions identified by our system
correlation across prefixes are also identified using the technique in [28]. Inspecting

the other 5% of cases in more detail, we discovered that
Figure 9 shows the effectiveness of clustering in comihese clusters corresponded to the restoration of a link

bining related events. The graph plots the complemen'—n the network, where the failure had caused a previous

tary cumulative distribution of the number of events perhot—pgtato routing change tha}t was detected using t.)Oth
techniques. As such, we believe that these disruptions

cluster over the eight-week period, on a log-log scale. .
Although 99% of the clusters have less than a hundre(%]re hot-potato routing changes that were not detected by

events (as shown in the “all categories” curve), a few e heuristic in [28].

clusters have a tremendous number of events. Mean-

while, the curves for different categories of events haves.2.2 eBGP Session Resets

distinctive characteristics. The categories “multiple ex

ternal instability” and “loss/gain of reachability” have The failure or recovery of an eBGP session can cause
much smaller clusters, while the other three categorie§1ultiple events that affect the eBGP-learned routes from
have some very large clusters with tens of thousands oPhe neighbor at a single border router. Upon losing
affected prefixes. The categories “internal disruption”€BGP connectivity to a neighbor, a border router must
and “single external disruption” tend to have larger clus-Stop using the routes previously learned from that neigh-
ters than the other categories. Next, we show that thes@or and switch to less-attractive routes. The border router

very large clusters stem from hot-potato routing change&1@y switch to an eBGP-learned route from a different
and eBGP session resets, respectively. neighbor, if such a route exists; this would result in an

“external path change” for the destination prefix. Al-
ternatively, the router may have to switch to an iBGP-
learned route from a different border router; this would
According to the BGP decision process in Table 1, aresult in a “loss of egress point” for the destination pre-
router selects among multiple equally good BGP routedix. When the session recovers, the border router learns
(i.e.,routes that have the same local preference, AS patthe BGP routes from the neighbor and switches back to
length, origin type, MED value, and eBGP vs. iBGP the eBGP-learned routes advertised by this neighbor for
learned) the one with the smallest IGP cost. Such routene or more destination prefixes (causing either an “ex-
ing practice is callechot-potatorouting [28]. An IGP  ternal path change” or a “gain of egress point”).
topology change can trigger routers in a network to se- To identify a session failure, we first group events that
lect a differentequally goodBBGP route for the same pre- (i) belong to the category “single external disruptiony (i
fix, and these changes may affect multiple prefixes. Thidiave arpld route with the same border router and neigh-
section describes the routing disruptions caused by thedeor (.e., the sameRg;Old), (iii) have a routing change
hot-potato changes. that goes from better to worse, and (iv) occur close to-
“Hot-potato” changes only affects the egress pointsgether in time. However, this is not enough to ensure
each router selects for the prefixes. As the event classifithat the session failed, unless the router has stopped us-
cation in Section 5.2, it results in “internal disruptiotns”  ing most (if not all) of the routes previously learned from
the network. After the correlation process, the event clusthat neighbor. As such, we also check that the number of
ter in category “internal disruption” magnifies the impact prefixes using the neighbor has decreased dramatically.
of the “hot-potato” changes. When these kinds of dis-Similarly, to identify a session recovery, we first group
ruptions occur, the operators need to know which routergvents that (i) belong to the category “single external
and prefixes are affected to gauge the significance of thdisruption,” (ii) have anewroute with the same border

6.2.1 Hot-Potato Changes



router and neighbori.g., the sameR’°'4), (iii) have a 10" e .
routing change that goes from worse to better, and (iv) 10" N
occur close together in time, and also involve a signifi-
cant increase in the number of prefixes associated with
that neighbor, back to the expected level.

fraction
=
(=}

- - prefix

Applying our heuristic to the “single external disrup- 107} =~ il oxtonal gupion
tion” clusters that contain more than 1000 events, we Loel| T Srentinal categories
found that 95.7% of these large clusters were linked to an
eBGP session going up or down. To validate our infer- O o w7 w1
ences, we consulted the syslog data [16], which reports el
when the status of a BGP session changes. The syslog Figure 10:CCDF of traffic weight

data confirmed more than 95% of our inferences. Our in-

ferences not only captured all of the resets in syslog but

identified a few disruptions that were not reported by sys+yeightthat corresponds to the percentage of traffic des-
log. Interestingly, we sometimes found that our analysigined to that prefix across the overall traffic volume in
suggests that the session failure occurred up to ten seghe network. In essence, the weight corresponds to the
ondsbeforethe entry in the syslog data. After checking relative popularity of the prefix. Since the proportion
for possible timing discrepancies between the BGP angyf traffic destined to each prefix changes over time, we
SyS'Og data, we speculate that the remote AS is Shuttingompute the Weights over a 5||d|ng time Windowq_’
down the BGP session in a graceful manner by Wih-  the last month). The weights allow us to estimate the
drawing all of the routes before actually disabling the potential impact of a cluster of routing events by consid-
session. This practice highlights the importance of usering the sum of the weights for all prefixes in the clus-
ing an algorithm such as ours even when syslog data argr. Although the weights do not capture the variations
available? A complete loss of the routes from a neigh- in traffic per prefix across time and location, they do pro-
bor doesiotnecessarily arise only from a session failure. vide a simple way to flag routing disruptions that affect
Instead, the neighbor’s router may be reconfigured withcjusters of prefixes that attract a high volume of traffic.

a new policy €.g.,that withdraws the previous routes)  |n Figure 10, we plot the complementary cumulative
or lose connectivity to other routers in its own network. distribution of traffic weight of a prefix, an event, and
These kinds of disruptions could have a significant im-g, event cluster over the eight-week period of our study.
pact on traffic inside an AS, and would not generate arhe “prefix” curve shows the significant differences in
syslog report. The influence of large disruptions on thepgpularity of the prefixes, consistent with previous stud-
traffic is explored in more detail in the next section. ies [11,22]. Interestingly, the “event in all categories”
curve looks largely the same, suggesting that routing
events affect prefixes across the entire range of popu-
larities. This occurs because the many events in cate-

) , gories “distant/transient disruption,” “single exterdas-
We now describe the final component of the system—

p hich all ) h Hic i ruption,” and “internal disruption” tend to affect a wide
TrafficMeter w Ich alows us to estimate the traffic im- range of destination prefixes, largely independent of their
pact of the routing disruptions produced by the Event-

C | Althouah th p | link popularity; the curves for these three categories of events
orrelator. Although the traffic volume on a link typ- 5q o shown, as they look almost identical to the “pre-

ically vari.es gra_dually across days an_d w_eeks, suddef,» ong “event n all categories” curves. In contrast, the
changes in traffic can lead to congestion in some Partg, rves for events in categories “multiple external disrup-

of the r_1etwork. A recent study [26] shows BGP routing tion” and “loss/gain of reachability” suggest that these
disruptions are responsible for many of the largest traf-

fic shifts in backb works. Bel first di events tend to involve prefixes that receive less traffic.
IC SITLS In backbone NEtWorks. Below We NSt dISCUSS 1o wojyster” curve plots the distribution of traffic
how we compute traffic weights to estimate the impact on

traffic and then focus on two types of routing disru tionsweight across the event clusters. As expected, a clus-
. ) yp 9 P ter tends to have a large traffic weight since it combines
with the most impact.

one or more related events. The tail of the curve suggests
that a small number of clusters are responsible for a sig-
7.1 Computing Traffic Weights nificant portion of the large traffic shifts. Meanwhile,
our results reveal that these “significant” clusters have a
TrafficMeter aggregates the Netflow data [1] collected onlarge number of events, implying the routing change af-
the outgoing links to compute prefix-level traffic statis- fects many prefixes. Our system observes a few dozen
tics. For each destination prefix, we defindraffic ~ such large clusters each day and highlights them for the

7 Estimating Traffic Impact



network operators for their attention. We use the thresh- 10 " Singie evteral diupton
old of 1% for traffic weight to signal significant routing BEC—
disruptions, since the vast majority of clusters fall below
that threshold. This avoids operators focusing their at-
tention on the many BGP disruptions that affect a very
small fraction of the traffic.
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7.2 Disruptions With Large Weights
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We now discuss our empirical findings using TrafficMe-
ter bqsed on our e!ght Week§ of measurement data. In'Figure 11:Routing disruption durations vs. traffic weights
terestingly, most big events in terms of the amount of

traffic weight are single external disruptions and internal

disruptions. Thus, we focus on those in Figure 11 show-Throughout the evaluation of our system on eight weeks
ing the duration of a routing disruption relative to the of data, the system memory footprint never exceeded 900
corresponding traffic weight of the affected prefixes forMegabytes and every interval of 70 seconds of BGP up-
clusters with traffic weight larger than 1%. On average,dates was processed in less than 70 seconds.

internal disruptions€.g., hot potato changes) result in  \We characterize the system performance through an
larger traffic weights than single external disruptierg(,  off-line emulation over the past measurement data. Due
session resets), because internal routing disruptions usto operational concerns, our system could not access the
ally affect multiple locations. They also appear to havecollected data in real-time. Instead, we stored the mea-
longer durations than single external disruptions. Long-surements locally and replayed the data in our tool. We
lived events allow operators to adapt routing configuraran our tool on a Sun Fire 15000 equipped with several
tions as needed to alleviate possible network congestio®00 MHz Ultrasparc-Il processors. Only one processor
Our tool highlights only a few critical events which are was used during the experiments. We evaluate the system
both long-lived and expected to affect a large amount olusing two metricsmemory usagandexecution speed
traffic. This helps focus operators’ attention on routing

disruptions where mitigation actions, such as tuning the
routing protocol configuration, might be necessary. 8.1 Memory Usage

Figure 11 also shows that our tool captures somerhe memory usage in our troubleshooting system con-
large disruptions that are short-lived, lasting 30 sec-ists of two partsstaticusage andlynamicusage. The
onds to a few minutes. In addition to most of the static memory is allocated to store the best route for
“single external disruption” points in the graph, theseeach border router and destination prefix. In the core
short-lived disruptions include many large clusters in thepf today’s Internet, each router learns reachability in-
“distant/transient disruption”; this category accoumts f - formation for about 160,000 prefixes (also confirmed by
78.8% of all event clusters with traffic weight higher than routeVviews [24]). The total static memory usage in our
1%. These clusters involve events that start and end witkystem is about 600 Megabytes.
the same route vectors, with some sort of transient dis- Dynamic memory, on the other hand, is allocated to

ruption in between. Although short-lived traffic shifts majintain the data structures continuously created in re-
do not have a sustained impact on network load, usergponse to the arrival of BGP updates. The essential data
may encounter brief periods of degraded performanc%bjects kept in the system are clusters, whose memory
that could be traced to these disruptions. Interestinglygre dynamically allocated and reclaimed during the pro-
these short-lived traffic shifts are extremely difficult to cess as discussed in Section 6. In processing the eight
detect using conventional measurement techniques, suGleeks of measurement data, the dynamic memory foot-

as SNMP and Netflow, that aggregate traffic statistics oryyint of the system never exceeded 300 Megabytes.
the timescale of minutes. In contrast, our troubleshooting

system can identify short-lived routing disruptions that .
may have large effects on user performance. 8.2 Execution Speed

We measure how quickly the system processes the BGP
8 System Evaluation updates. Because the progression of each BGP update in

the system varies depending on the expiration condition
In this section, we demonstrate that our system imposesaf several timers, we have conducted the experiment for
small amount of memory and CPU processing overheagach BGP update sequence within a fixed time interval
to run in real time on a commodity computing platform. calledepoch rather than characterizing the execution la-



smoothing the processing of BGP updates over a few tens
of seconds does not introduce a problem.
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9 Related Work
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—e— interval = 30 seconds
—&— interval = 50 seconds
5 —&— interval = 70 seconds

There is a large body of literature on characterizing BGP
P data using passive monitoring [3, 4,9, 22,29] as well as
10— =5 T active route injection [17]. Our study is also preceded
erecuten me (second) by several recent efforts [6, 8, 13, 15, 30] to identify the
location and cause of routing changes by analyzing BGP
update messages along three dimensions: time, views,
and prefixes. Our work is similar in that we analyze BGP
tency of each individual BGP update. During each test,data along the same dimensions to group related routing

we randomly selected a starting point in the eight-weekChangeS' However, we focu_s on organizing large \.IOI'
mes of BGP updates seen in a single AS in real time

BGP update sequence and then divided the subsequeﬂ . .
BGP update stream into non-overlapping epochs. Thefp © & small number of reports be"?r.‘g'”g to categories
we measured the execution time for each epoch of a fixe irectly useful to operators to help mitigate the problems.
epoch interval. We varied the epoch interval among the In analyzing BGP data collected from multiple van-

values of 10. 30. 50. 70 seconds. Because the maching9e points within a single AS, our work is similar to the
is a time—shéringi sys’tem we ran.each experiment thre orderGuard [12] study that identifies inconsistent rout-

times to ensure the accuracy of the measurement result@“g ad:{emsr? ments from E eter:s.bln dcontraft, V\{etcla55|]fy |
we saw virtually no variation in the results across thed! routing changes seen by the border routers into usetu

three experiments categories. The work in [27] presents a strawman pro-
. ' . . .. posal where each AS collects BGP data from its border
Figure 12 shows the complementary cumulative dlstrl—p

. L routers as part of an end-to-end service for identifying
puuon IOf the eg(ecut!onhtlme fo; e?]ch of the. fourfepoclhthe location and cause of routing changes. Each AS uses
g\\}g:vaes. Azs ownin t Ietgrglp trt] etehxecuuor;]q :lear ?/the data to detect and explain its owrternal routing

y epoch was completed within the epoch inferva hanges, rather than trying to detect and diagnose inter-

Fﬁr ex?rTiJle, theﬂ::urv;gfo(/)r 6; ten-sgzcondlggoch mtervag main routing events. Recent work [23] has considered
SNOWS that more than 0 Of €pOChS COUd be PToCessqf,y to detect network anomalies through a joint analysis

within one second; however1% of the epochs required of traffic and routing data. This work looks for significant

more than ten seconds to complete. Our system occa; . :
sionally lags behind the arrival of BGP updates, due t(?:hanges in both the volume of traffic and the number of

the bursty arrival pattern of BGP updates. Our data sho update messages, without delving in to the details about

that, while the average number of BGP updates per Se\::Y_he specific destination prefixes and event types involved.

ond is well below 100 (which corresponds to about 30
Kbps data rate), the maximum number of BGP updated 0 Conclusion and Future Work
received in our system in one second could well exceed
10,000 (which corresponds to 3 Mbps data rate). We have presented the design and evaluation of an online
Despite the existence of execution lags, for an epoclsystem for identifying important BGP routing changes
interval of 30 seconds, its percentage becomes mucin an IP network. Using the concise r-vector data struc-
smaller (0.01%) by smoothing the BGP update burstgure to capture BGP routing changes, we identified five
with a longer interval. The execution lag is completely categories of BGP routing disruptions that vary in the
eliminated when we set the epoch interval to 70 secondsseverity of the impact on the traffic. Applying the tool to
that is, every interval of 70 seconds worth of BGP up-eight weeks of routing and traffic data from a tier-1 ISP
dates was completely processed in less than 70 second®etwork, we identified several ways for operators to im-
We believe the occasional execution lag is acceptablgorove the routing stability of the network. Despite having
Recall that each event is identified only if at least a pe-route-flap damping features enabled on all of the routers,
riod of event timeout elapses after the arrival of the lastour tool surprisingly discovered a large number of up-
BGP update in the event. Typically the timeout value isdates from persistently flapping prefixes and identified
a few tens of second§({ seconds, in our experiments). three causes. Meanwhile, we found that hot-potato rout-
That is, even with instantaneous processing, each BGing changes and eBGP session resets were responsible
update would have to wait for at leg&t seconds before for many of the large routing disruptions.
a report is generated for the network operators. As such, In our ongoing work, we are extending the system to

Figure 12:System execution speed



use fine-grained traffic data collected at the ingress pointge]
for more precise estimates of the traffic impact. We alsom]
plan to explore routing architectures, operational prac-
tices, and protocol enhancements that reduce the likgisg]
lihood and impact of the routing disruptions associated

with hot-potato changes and eBGP session resets. Fjiq,
nally, we plan to explore automated techniques for re-

sponding to disruptions by reconfiguring the routing pro-
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