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1. ABSTRACT

Deterministic record and replay is fast becoming a wvital
technology in desktop and server computing environments.
Yet, the applicability of this technology to computation run
on small, mobile devices such as cell phones has not yet been
explored. We argue that there are several potential uses of
replay that are especially beneficial when applied to mobile
phones: dual execution on cloud or cloudlet computers to re-
duce latency and possibly phone energy use, operation ship-
ping for file synchronization, and offloading of expensive se-
curity and reliability checks to remote servers. In this paper,
we explore these potential uses, as well as some of the unique
challenges posed by implementing replay on phones.

2. INTRODUCTION

Deterministic replay has become an important founda-
tional technology in desktop and server computing environ-
ments. A deterministic replay system provides DVR-like
functionality, in which an execution of a hardware or soft-
ware system is recorded so that an identical execution can
later be replayed on demand. The ability to faithfully repro-
duce an execution has proven useful in many areas, including
debugging [22, 33, 36], fault tolerance [4], computer foren-
sics [11], dynamic analysis [7, 26], auditing [16], and work-
load capture [24, 39]. As a consequence, commercial prod-
ucts such as VMware Workstation currently include support
for deterministic record and replay [39].

Deterministic replay systems work by logging all non-
deterministic events during a recording phase, then repro-
ducing these events during a replay phase. On uniproces-
sors, non-deterministic events (e.g., I/O, scheduling inter-
rupts, and user interaction) occur relatively infrequently, so
logging and replaying them incurs little overhead. One can
guarantee that any subsequent execution of a program will
produce identical results by starting from the same initial
state (e.g., the executable image) and supplying the same
results of non-deterministic events in the order that they
occurred during the original execution.
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In this paper, we argue that deterministic replay can also
serve as an important foundational technology for building
software systems that target small, mobile devices such as
cell phones. While several of the use cases we list above
apply equally well to mobile computing systems as they do
to desktop and server systems, there are several additional
use cases that are unique to mobile computing.

First, deterministic replay provides a new way to leverage
cloud and cloudlet [32] servers to reduce the latency of com-
putation. Rather than guessing whether local or remote exe-
cution will yield faster response time, a mobile phone can run
important computation at both locations and use the first re-
sponse it receives. Whereas current function-shipping tech-
niques can only show performance benefits when offloading
coarse-grained computation due to the overhead of state syn-
chronization, replay can potentially improve performance for
even fine-grained computation because synchronous compu-
tation is replaced by asynchronous log propagation of inputs
and other non-deterministic events.

Second, deterministic replay can reduce the cost of data
synchronization. Prior work has observed that one can save
bandwidth and energy for operations that modify a large
amount of data by shipping a description of the computa-
tion to an entity with whom one wishes to synchronize data
rather than the data itself. That entity can then replicate
the computation to produce an identical modification to the
data. A weakness of prior techniques has been the possibility
of divergence due to non-deterministic application behavior.
Deterministic replay guarantees that such divergence never
occurs.

Third, deterministic replay provides a mechanism to lever-
age cloud and cloudlet servers to enhance the security and
reliability of mobile computation. For state-based opera-
tions such as on-access virus scanning, one can simply ship
a compact representation of the state to be checked to a
server and wait for a result [27]. But other checks such
as taint tracking, race detection, deadlock avoidance, and
anomaly detection require that dynamic analysis be applied
to an actual execution of the application being checked. De-
terministic replay can make such checks possible by allowing
a server to asynchronously validate an execution identical to
the one being performed on the phone. Because of its greater
computational resources, the server can employ heavyweight
checks and still execute the original application at the same
relative speed as the phone.

In the rest of this paper, we outline some of the chal-
lenges and opportunities for implementing deterministic re-
play in mobile computing environments. We first provide



background on how deterministic replay systems operate.
Section 4 then explores three potential use cases for mobile
replay in more detail. Section 5 outlines some of the unique
challenges faced when deploying deterministic replay on mo-
bile systems, and Section 6 concludes.

3. DETERMINISTIC REPLAY

The goal of deterministic replay is to capture an execu-
tion of a computer system so that the execution can subse-
quently be replayed. The success of replay is predicated on
the observation that the bulk of a computer system’s exe-
cution is deterministic. Thus, one need only log the small
set of non-deterministic inputs and operations in order to
capture an execution — these events happen at relatively
low frequencies. When replaying a recorded execution, the
non-deterministic operations are not re-executed. Instead,
the results of those operations from the recorded execution
are reproduced from the log and supplied to the replayed
execution. This guarantees that the replayed execution will
produce results identical to those produced by the original,
recorded execution.

Record and replay can be implemented at several differ-
ent layers of the computer system, and the specific set of
non-deterministic events that must be logged depends on
which layer is chosen. For instance, ReVirt [11] and VMware
Workstation [39] implement deterministic replay in a vir-
tual machine monitor. In this case, the unit of record and
replay is a virtual machine. The non-deterministic events
are the timing and values of interrupts, as well as input
received from external devices such as the terminal and net-
work. Alternately, one can implement record and replay
in the operating system, as demonstrated by systems such
as Flashback [33] and Speck [26]. In that case, the unit of
record and replay is a process or group of processes. The
logged non-deterministic events are the timing and value of
signals, as well as the result of system calls. Record and
replay has also been implemented in hardware [25] and at
the language level [6]. On multiprocessor systems, the inter-
leaving of shared memory operations is also a source of non-
determinism — several systems [1, 12, 23, 28, 37] support
multiprocessor record and replay through a combination of
logging and offline search.

Researchers have proposed many uses for deterministic re-
play, primarily targeting desktop and server systems. Deter-
ministic replay has been used to recreate faulty executions
to help developers debug code [28, 33]. It has also been used
to analyze [22] and remove [21] the effect of intrusions, en-
hance security by hiding the latency of security checks [26],
audit executions performed by an untrusted party [16], and
run multiple replicas for fault-tolerance [4].

Until very recently [29], no uses of deterministic replay
have been targeted at small, mobile devices such as cell
phones. This is unfortunate because, as we argue in the next
section, there are several mobile computing applications for
which this technology could be particularly helpful.

4. USE CASES FOR MOBILE REPLAY

4.1 Improving response time

The mobile computing community has long been inter-
ested in using well-provisioned servers to augment the com-
putational capabilities of mobile computers [2, 9, 8, 14, 31,

32, 34]. Due to size, weight, and power constraints, mobile
computers such as cell phones cannot match the CPU, mem-
ory, storage, and energy resources offered by servers. Thus,
if a phone application offloads some portion of the compu-
tation it must perform so that the portion is executed on
a trusted server, application performance may improve and
energy use may be reduced.

Unfortunately, not all computation can benefit from of-
fload. In order to run a computation remotely, the appli-
cation state used in that computation must first be sent to
the remote server, and the results of the computation must
be returned to the mobile computer before the application
can resume. Network communication consumes both time
and energy. Thus, offload engines must carefully balance
the expected savings of performing a computation remotely
with the cost of communication when deciding whether to
offload a particular unit of computation [3, 9, 14, 15]. Exper-
iments with prior systems have demonstrated that offload,
even to nearby servers, generally makes sense only for very
large computational tasks such as compilation, speech recog-
nition, natural language translation, augmented reality, face
recognition, and games with significant computation.

Another alternative is a thin-client design in which the
server hosts the entire application and communicates with
the mobile phone only to perform I/O. Since I/Os typically
require a synchronous network round-trip, interactive per-
formance may suffer using this design. Additionally, if the
phone loses network contact with the server, all application
state is unavailable. This, this design is well-suited only for
highly reliable mobile networks.

Deterministic replay can significantly expand the scope
of applications that benefit from remote execution. It can
realize the performance benefits of both offloading and thin-
client designs by executing application code on both the
phone and server, while simultaneously removing much of
the synchronous communication. As with code offload and
remote execution, the server used by deterministic replay
must be trusted not to leak private data. However, the
phone may verify the computation performed by the server
using its own execution of the application.

The main idea to improve performance is to run two copies
of the computation, one on the mobile computer and another
on a remote server. Both copies start from the same ini-
tial state and receive the same inputs. Deterministic replay
guarantees that both executions produce identical output.
Thus, as soon as either execution produces an external out-
put (e.g., network data, screen message, etc.), that output
can be used immediately. In some cases, the greater re-
sources of the remote server will enable it to produce output
first. In other cases, communication costs will dominate,
and the mobile computer will produce the output before it
receives the result from the remote server.

Compared to code offload, replay does not require a pre-
diction as to whether remote or local execution will be faster.
Replay also guarantees that the state needed for each com-
putation will be reproduced before the application begins
that computation; thus, there is no need to ship program
state or delta revision to the server prior to each computa-
tion. Instead, the two computers need only exchange a log
of non-deterministic events and their results. Further, this
log can be sent asynchronously as events are generated, as
opposed to a state delta which typically is generated and
sent synchronously. This allows the server to execute ahead



during compute-intensive portions of an application, while
the phone can execute ahead during I/O portions. The user
sees the lowest latency of the two.

It is useful to consider what types of events would be in
such a log. One source of non-determinism is user input.
This typically arrives at a low rate, and so requires little
log space. Another source of non-determinism is network
input. If the remote server is placed along the network path
that connects the mobile computer to the Internet [2], the
server can act as a Internet proxy for the mobile computer’s
network communication with minimal overhead. Since net-
work communication is seen by both parties in this scenario,
the log of non-deterministic events can omit the actual data
and just include a reference to the observed communication
segment. For mobile computers that use more than one net-
work simultaneously [17], it may be best to run the server
in the cloud. Non-determinism from file system inputs can
be eliminated by replicating file system data on the remote
server. A simple way to do this is to run a distributed file
system [15] or use a synchronization protocol. A few sources
of non-deterministic input will be challenging to handle; for
instance, a video camera may produce data at a high rate.
For applications that use such data, this form of redundant
execution may not make sense.

Other sources of non-determinism are scheduling decisions
and signal/interrupt delivery. When the application uses a
single processor, these events occur at low frequency, and
thus consume little log space. Whenever possible, we plan to
use a deterministic scheduling algorithm [10] in which both
parties independently make identical scheduling decisions to
avoid communicating these events entirely.

If the server executes an application faster, it must send
output to be displayed on the phone over the network. For
most applications, output events will be relatively small. For
instance, it has been shown that it is often faster and more
energy-efficient to run a Web browser on a server, ship the
graphical result of the rendering of Web pages to the mobile
computer, and display it there than it is to run the Web
browser on the mobile computer [20].

Replay starts by shipping the current state of the appli-
cation from the mobile computer to the remote server. For
a running application, this cost is roughly proportional to
the size of its address space. However, the cost can be miti-
gated, especially for freshly-started applications, by storing
executables and dynamic libraries in a distributed storage
system and passing these objects to the server by reference
rather than by value.

Both the mobile computer and the server execute the ap-
plication. When the server reaches a point in the execution
that requires a non-deterministic input, it obtains the re-
sult locally if possible. This is the case for network input
(which the server sees before the mobile computer because
it acts as a proxy) and possibly for file system input, if a
replicated storage solution is used. For other sources of non-
determinism such as user input, the server could potentially
wait for the mobile computer to provide the result, which
it will do after executing the operation as it performs the
identical computation.

A better method is to have the server send a query to the
mobile computer asking it to perform the operation immedi-
ately. In this case, the mobile computer will not re-execute
the operation when it reaches the identical point in its own
computation. Instead, it will use the result produced ear-

lier for the server. Using this method, the server can execute
multiple operations ahead of the mobile execution, achieving
interactive performance similar to that of remote execution.

Both executions are guaranteed to produce identical out-
put, so whichever output is produced first should be used.
If the server produces network output first, it immediately
transmits the output and squashes the identical output pro-
duced by the mobile computer. If the mobile computer
produces network output first, the server transmits it im-
mediately and squashes its own output. The server sends
all other output, such as screen output, to the mobile com-
puter, which displays the first instance of the output that it
receives (either from the server or from its own computation)
and squashes the other.

Using the above approach, deterministic replay can im-
prove response time by always using the output produced
soonest by either local or remote computation. We expect
that the most benefit will occur when different executions
produce different classes of output faster; for instance, the
mobile computer might produce screen output faster and the
server might produce network output faster. The server’s
proximity to the cloud might also enable it to execute com-
plex interactions with database and other servers faster.

It is possible that one execution may lag significantly be-
hind the other. We expect that I/O delays and idle periods
with little computation will usually allow the lagging com-
putation to catch up. However, we can also re-synchronize
the executions by shipping the application state from the
leading execution to the lagging one (in much the same way
that code offload systems exchange state).

Without further optimizations, it is likely that replayed
execution will increase energy usage by the mobile computer
because it must not only perform the original computation,
but it must also exchange non-deterministic events with the
remote computer. However, we see several possible paths to
reduced energy usage.

First, if applications execute faster, the phone may re-
quire less energy since it enters power-save modes sooner.
Second, the mobile computer can intentionally omit some
operations. For instance, it need not transmit network out-
put since the remote server will do that on its behalf. Third,
the mobile computer may decide not to execute some por-
tion of a computation and rely on the remote computer to do
it on its behalf (similar to a thin-client approach). However,
when the mobile computer resumes computation, it must
obtain a state delta from the remote computer in order to
re-synchronize its execution. In some cases, such as when
the application terminates, no state delta need be sent at all.
Interestingly, the synchronization requirements in this sce-
nario is the exact opposite of code offload in that the state
delta is sent at the end of a remote computation, rather than
at the beginning. It is likely that a combination of these fac-
tors will allow the phone to lower energy usage compared to
a purely local computation.

4.2 Operation shipping

Deterministic replay can also help reduce the cost of data
synchronization for replicated storage systems. Systems
such as Mimic [5] have observed that it often requires less
network communication to ship a description of the opera-
tion that transforms a file to a replica than it takes to ship
the transformed file itself. When the transformation has
been made on a mobile device, shipping the operation in-



stead of the data can save both time and battery energy. If
the remote computer, e.g., a file server, has a copy of the file
prior to the operation, it simply re-executes the operation
to compute the current value of the data. Non-determinism
has been the Achilles’ heel of such systems, however. If the
remote execution environment does not match the mobile
environment precisely, the replicas may diverge. Similarly,
innocuous operations such as the execution’s incorporating
the current time of day may also lead to replica divergence.

With deterministic replay, we guarantee that the replicas
will not diverge. Further, since non-determinism is captured
comprehensively at an abstraction layer such as the system
call or Java virtual machine interface, no application modi-
fication is required. The mobile computer can even compare
the size of the replay log and the size of the output data to
determine which is smaller.

This use of deterministic replay is similar to the approach
used by Internet Suspend/Resume to re-migrate virtual ma-
chine images among repeatedly-used servers [35]. However,
for synchronizing individual files, virtual machine replay
may likely capture execution at too coarse a granularity —
replay of individual applications seems best.

4.3 Offloading of security and reliability tasks

Security tasks such as virus scanning, taint tracking,
and intrusion/anomaly detection designed for desktop en-
vironment are usually too heavyweight to be executed on
resource-constrained mobile devices without significantly de-
grading performance and draining battery resources. Similar
tasks that improve software reliability, such as detection and
avoidance of data races and deadlocks, are also quite heavy-
weight. Given that servers offer substantially greater com-
puting resources than a typical mobile phone, it is attractive
to have servers perform such tasks on behalf of phones.

One can divide security and reliability checks into those
that operate on the executing state of an application, such
as taint tracking and race detection, and those that require
only snapshots of execution state, such as virus scanning.
For the later type of tasks, one can ship a digest of the state
to be checked to a server, perform the check there, and send
the result back to the mobile phone [27]. As described in
the previous section, deterministic replay can help for these
types of tasks by redoing the computation that produced a
large data item rather than transferring the item over the
network. Additionally, for a task such as on-access virus
scanning, which is performed during each read from and
write to disk for suspicious files, deterministic redundant
execution of a copy of the application on the server can allow
the server to start checks before the phone even reaches the
access in its copy of the execution.

For tasks such as taint tracking and intrusion detection
that are tightly integrated with the execution of a program,
it is infeasible to periodically ship each state to be checked
to a remote server. Instead, deterministic replay can be used
to execute two versions of the code: a lightweight, unchecked
version that runs on the mobile phone, and a heavyweight,
verified version that runs on the server. The relative slow-
down due to security checks can be mitigated by the dif-
ference in the processing power of the two platforms, and
possibly by using multiple cores top parallelize checks on
the server [26]. We next consider some possible tasks that
fall into this category.

First, although prior work has shown that with careful

design and engineering, data-flow-based taint tracking can
be performed on mobile platforms [13], more comprehensive
forms of taint analysis such as direct and implicit control
flow analysis require too much processing to be performed on
small, mobile clients. With deterministic replay, the server
can directly carry out such analysis and also offer a mitiga-
tion response, e.g., blocking any network output that dis-
seminates sensitive information. Concurrent with the publi-
cation of this paper, the Paranoid Android system [29] used
deterministic replay to perform taint tracking on a server in
the manner that we propose.

A second example is analysis of the application behavior
for detecting anomalies and intrusions, typically associated
with resource-based attacks or compromises of the mobile
client. In such cases, the application under observation may
access sensitive sensors, excessively use resources that drain
the phone battery, or simply perform questionable accesses
of data and or phone resources. Because of its greater pro-
cessing power, the server can employ more complex models
to detect application behavior while still matching the per-
formance of the phone without such detection tools. How-
ever, faithful emulation of the resources on the mobile client,
for example through online power modeling support, would
be necessary to help detect such stealthy attacks as malware
that maliciously drains battery energy [19].

A third example task is run-time software reliability
checks such as dynamic deadlock detection and avoid-
ance [18, 38]. Such checks impose a run-time performance
penalty but can mitigate software errors that lead to crashes
and hangs. Like the previous examples, the performance
degradation of the checks can be mitigated by running them
only on the server. A complication arises if a check run-
ning on the server detects a potential software fault, but the
phone has already progressed in its execution beyond the
check. Onme solution is to use checkpoint/rollback [30] to re-
cover application state to a point before the failed check —
the phone and server could also collaborate to delay releas-
ing output until the application state on which that output
depends has been checked.

In summary, deterministic replay can be useful for many
heavyweight mobile security or reliability tasks. A remote
server can execute the same application code as the mo-
bile phone, but with additional checks added. As discussed
previously, the two executions can run asynchronously —
no state other than non-deterministic events need be ex-
changed. Non-critical output can be released as soon as it
is produced by either execution. However, security-critical
output, e.g., network messages, should be delayed until the
preceding execution is validated by the server.

5. MOBILE REPLAY CHALLENGES

We next examine some of the unique design and imple-
mentation challenges for providing a deterministic replay
service for small, mobile computers such as cell phones.

One must first choose an abstraction layer in which to
guarantee deterministic replay. While replay implemented
in hardware and in architectural level virtual machines such
as VMware are an attractive choice in desktop and server
computing, the diversity in mobile phone hardware makes
these options less desirable. Mobile phone architectures of-
ten differ substantially from those of servers (e.g., few cell
phones use x86 processors). When server and mobile archi-
tectures differ, one would have to run an architectural sim-



ulator on a remote server or perform deterministic binary-
to-binary translation to guarantee that a remote execution
is equivalent to an execution performed on a local phone.
The performance overhead of the former technique may be
prohibitive, and the implementation challenge of the latter
is formidable. Operating system level deterministic replay
faces similar challenges.

For these reasons, we believe that a language level vir-
tual machine such as a JVM is the appropriate abstraction
level to implement deterministic replay for mobile phones.
For mobile operating systems such as Android, the virtual
machine based abstraction is particularly suitable, as each
application has its own instance of the Dalvik VM. At a
minimum, the replay system would need to log all external
inputs, scheduling events, and the timing of asynchronous
events. This will require some modification to the JVM as
the scheduler, interrupts, and other non-deterministic events
can only be captured at that level.

The replay system would also need to handle JNI calls
that execute functionality outside the purview of the JVM.
One possible strategy is to create multiple versions of JNI
functions that are guaranteed to produce identical, deter-
ministic effects when executed — this approach seems best
for commonly executed library functions. Another strategy
is to log all effects of the execution of the JNI call and recre-
ate those effects during replay in lieu of actually re-executing
the call. This strategy is less desirable, e.g., it would mean
that additional security checks cannot be performed during
the JNI code execution. However, this strategy does provide
generality in that it can handle even application-specific JNI
functions. A final strategy would be to run JNI calls in an
architectural simulator — this may be acceptable if such
calls comprise a small portion of the application’s total ex-
ecution or if specific use cases, e.g., security checks, require
comprehensive coverage.

Another challenge for deterministic replay on mobile
phones is resource scarcity. Compute, storage, and battery
energy are all precious. Fortunately, deterministic replay
has been shown to have overhead of only a few percent [11]
for single processor execution. While multiprocessor record
and replay can be considerably more expensive, current mo-
bile phones typically do not yet have multiple cores. Even
if multicore phone processors become common, one can still
restrict each recorded computation to a single core. Storage
resources can be conserved by shipping replay logs asyn-
chronously to the remote compute site as they are gener-
ated. Further, as argued in Section 4.1, the size of the re-
play logs can be substantially reduced by removing network
input through the use of proxied remote connections.

6. CONCLUSION AND FUTURE WORK

This paper has argued that deterministic record and re-
play should be a foundational technology for building soft-
ware systems targeted at mobile phones. While many of the
current uses of deterministic replay being explored in the
context of desktop and server computing could apply equally
well to mobile environments, three potential use cases are
especially beneficial when applied to mobile phones: dual
execution on cloud or cloudlet computers to reduce latency
and possibly phone energy use, offloading of heavyweight
security checks to remote servers, and operation shipping
for file synchronization. To address the unique challenges
presented by mobile phones, we are currently implement-

ing deterministic replay in the Dalvik VMM with a specific
focus on supporting uniprocessor replay to reduce resource
consumption.
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