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Initialize, for all s € §, a € A(s): g Aw&}/g fasl o (9/4)
QO(s, a) < arbitrary ﬂ& such -WJr

7 (s) < arbitrary C s, a

Returns(s, a) < empty list a
Repeat forever:
(a) Generate an episode usingand b/

(b) For each pair s, a appearing in the episode:
R < return following the first occurrence of s, a
Append R to Returns(s, a)
O(s, a) < average(Returns(s, a))
(c¢) For each s in the episode:
m(s) < arg max, Q(s,a)
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Example 5.1 Blackjack 1s a popular casino card game. The object is to obtain cards
the sum of whose numerical values is as great as possible without exceeding 21. All
face cards count as 10, and the ace can count either as 1 or as 11. We consider the
version in which each player competes independently against the dealer. The game
begins with two cards dealt to both dealer and player. One of the dealer’s cards is
faceup and the other is facedown. If the player has 21 immediately (an ace and a
10-card), it is called a natural. He then wins unless the dealer also has a natural, in
which case the game is a draw. If the player does not have a natural, then he can
request additional cards, one by one (hits), until he either stops (sticks) or exceeds 21
(goes bust). If he goes bust, he loses; if he sticks, then it becomes the dealer’s turn.
The dealer hits or sticks according to a fixed strategy without choice: he sticks on any
sum of 17 or greater, and hits otherwise. If the dealer goes bust, then the player wins;
otherwise, the outcome—win, lose, or draw—is determined by whose final sum is

closer to 21.
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Initialize Q(s, a) arbitrarily
Repeat (for each episode):
Initialize s
Choose a from s using policy derived from Q (e.g., e-greedy)
Repeat (for each step of episode):
Take action a, observe r, s’
Choose a’ from s’ using policy derived from Q (e.g., e-greedy)
O(s.a) « Q(s.a) +a [r+y 0@, a) — (s, a)]
s <—s'ia<—a;

until s 1s terminal
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Example 6.5: Windy Gridworld Figure 6.10 shows a standard gridworld, with
start and goal states, but with one difference: there is a crosswind upward through the
middle of the grid. The actions are the standard four—up, down, right, and left—
but in the middle region the resultant next states are shifted upward by a “wind,” the
strength of which varies from column to column. The strength of the wind is given
below each column, in number of cells shifted upward. For example, if you are one
cell to the right of the goal, then the action left takes you to the cell just above
the goal. Let us treat this as an undiscounted episodic task, with constant rewards
of —1 until the goal state is reached. Figure 6.11 shows the result of applying e-
greedy Sarsa to this task, with € = 0.1, « = 0.1, and the initial values Q(s,a) =0
for all s, a. The increasing slope of the graph shows that the goal is reached more
and more quickly over time. By 8000 time steps, the greedy policy (shown inset)
was long since optimal; continued e-greedy exploration kept the average episode
length at about 17 steps, two less than the minimum of 15. Note that Monte Carlo
methods cannot easily be used on this task because termination is not guaranteed for
all policies. If a policy was ever found that caused the agent to stay in the same state,
then the next episode would never end. Step-by-step learning methods such as Sarsa
do not have this problem because they quickly learn during the episode that such
policies are poor, and switch to something else. u
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Figure 6.10 Gridworld in which movement is altered by a location-dependent, upward
“wind.”
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Initialize Q(s, a) arbitrarily
Repeat (for each episode):
Initialize s
Repeat (for each step of episode):
Choose a from s using policy derived from Q (e.g., e-greedy)
Take action a, observe r, s’
O(s,a) < Q(s,a) +« [r + ¥y max, Q(s’,a") — Q(s,a)]
\___ _—

5 «—s';
until s is terminal \

Figure 6.12 Q-learning: An off-policy TD control algorithm. \
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