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Abstract— Recent advances in Internet measurement tools have  We use a Internet measurement study to address these
made it possible to locate bottleneck links that constrain te questions. The bottleneck location information is obtdine
available bandwidth of Intemet paths. In this paper, we provide \qing pathneck. The measurement sources and destinations
a detailed study of Internet path bottlenecks. We focus on th .
following four aspects: the persistence of bottleneck lod#n, the are Cafef“”Y se]ected .to cover over 75,000 different mer )
sharing of bottlenecks among destination clusters, the p&et loss Source-destination pairs. Some of these source-destmati
and queueing delay of bottleneck links, and the relationsii with  pairs are repeatedly measured for 38 days to study botitenec
router and link properties, including router CPU load, router persistence. To correlate bottlenecks with router and link
memory load, link traffic load, and link capacity. We find that — ,oherties, we obtain router and link statistics from a-tier
20% — 30%.0f the source-destination pairs in our measurement ISP. Our main findings include the following. (i) On 20%-—
have a persistent bottleneck; fewer than 10% of the destiné&bns ’ e o )
in a prefix cluster share a bottleneck more than half of the time; 30% of the source-destination pairs in our measuremersgs, th
60% of the bottlenecks on lossy paths can be correlated with bottlenecks never change. (ii) For the end hosts within the
a loss point no more than 2 hops away; and bottlenecks can same network prefix cluster, fewer than 10% of them share
E’ja‘;i'gg;"{i;c\’,\r’iﬁaﬁﬁg x.tohag.?;( '&i?érwgg%pgﬁzerﬂgﬁo?; lggg‘g a bottleneck more than half the time. (i) When correlating

’ " packet loss with bottleneck location, 60% of the bottlerseck
|. INTRODUCTION on lossy paths can be correlated with a loss point no more than

Recent work has made it possible to identify the bottlene@khops away. (iv) Finally, a case study on a tier-1 ISP shows
link on Internet paths. An example is Pathneck [8]—a lighthat the bottleneck location is clearly correlated wittklinad,
weight active probing tool that allows end users to identifhile demonstrating no strong relationship with link capac
the bottleneck location on a network path. Bottleneck llocat router CPU and memory load.
information is very useful for both Internet Service Praaisl ~ The remainder of this paper is organized as follows. In the
(ISPs) and end users. ISPs can use it to locate netwaixt section we briefly review the Pathneck tool and describe
problems or to guide traffic engineering. End users can useitr data collection methodology. In Sections Ill, IV, and V,
for server selection, multi-homing, and overlay routingys we look at bottleneck persistence, bottleneck sharingiwith
improving end-to-end performance. network prefix clusters, and the relationship with loss eatd

However, before we can make intelligent use of bottlenedikk queueing delay. Section VI provides a case study onra tie
information, we need to gain a solid understanding of tHe ISP to reveal the relationship between bottleneck lonatio
properties of Internet bottlenecks. This includes the atrar and router and link properties. We discuss related work in
terization of bottleneck link properties such as persteto- Section VII and conclude in Section VIII.
cality, path loss and queueing delay. A good understanding o
these aspects will not only guide the measurement frequency
for bottleneck monitoring tools, but it will also help netiko ~ For each type of analysis, we use a variety of tools and
operators determine what kind of traffic engineering algmrethods to collect and analyze network measurement data.
rithms should be used to avoid bottlenecks. Furthermore, tHowever, the Pathneck tool and the measurement sources and
understanding of bottleneck properties may provide irtsighdestinations selection method are used in all the studies we
in the causes of bottlenecks and their impact on network apcesent. We discuss them in this section. For the conveaienc
end user performance. of reference, Table | lists the definition of the terms used in

In this paper, we answer the following questions. (i) Whahis paper.
is the bottleneck locatiopersistencever time? (ii) Do paths
from a source to the destinations in the same network clusfer Background on Pathneck
share the same bottleneck? (ii) What is the relationshipPathneck is an active probing tool that allows end users
between bottleneck location and end-to-end path propertte efficiently and accurately locate the bottleneck link an a
(e.g., packet loss rate and queueing delay)? (iv) What is thndernet path. Pathneck is based on a novel probing tech-
relationship between bottleneck location and router ankl li nique called Recursive Packet Train (RPT) (Figure 1), which
properties (e.g., routing change, link capacity/load, emder combines load and measurement packets. The load packets
CPU and memory utilization)? are UDP packets that are used to interact with background

II. MEASUREMENTMETHODOLOGY



TABLE | TABLE Il

TERMINOLOGY PROBING SOURCES FROMRONAND PLANETLAB (PL).
Term Definition ID | Probing AS Location | Upstream | Testbed| CL | IN
probing the measurement using one RPT source number provider(s)
probing set n probings to the same destination; generally= 10 1 k1 3549 NY 1239, RON v |V
persistent probing| a probing set where al probings follow the sameg 7018
set route 2 lulea 2831 Sweden | 1653 RON v oV
choke point a hop that limits the available bandwidth 3 ucsd 7377 CA 2152 RON v |V
bottleneck point | the last choke point on a path 4 aros 6521 uT 701 RON v oV
location Tevel the routers in the same physical location are considt 5 anal 3549 CA 1239, RON v |V
ered the same 7018
AS Tevel the routers in the same AS are considered the same 6 | cornell 26 NY 6395 RON Vv
dominant route | the most frequently used route by a path 7 | vineyard | 10781 MA 209, 6347 | RON vV
route view group the results based on route 8 | utah 17055 uT 210 RON | | V
end-to-end view | group the results based on source-destination paif | 9 | MU 12 NY ?gg RON | v | v
10 | ccicom 13649 uT 3356, RON VA
19092
measurement load packets measuremen 11 | nortel 11085 | canada | 14177 RON VARV
packets [=<——— 60 packets—————=] Packets 12 | bkly-cs 25 CA 2150, PL v
- e e - 3356,
| 1] 2| |30 255 | 255 | | 255]30] | 2] 1] 11423,
<] - < . "‘ 777777 - . 16631
13 | or 3323 Greece | 5408 RON V4
608 5008 TTL 30 packets 14 | intel 7018 CA | 1239 RON v
15 | mit-pl 3 MA 1 PL VA
Fig. 1. Recursive Packet Train (RPT); the numbers in the @xe TTL 16 | princeton 88 NJ 7018 PL v
values 17 | purdue 17 IN 19782 PL v
18 | uga 3479 GA 16631 PL VA
19 | umass 1249 MA 2914 PL V4
20 | unm 3388 NM 1239 PL N4
traffic and to obtain available bandwidth information. Theg 2% | uw-cs 3 WA | 101 PL v

. . o . CL” denotes the measurements for clustering analysis;
organized as a packet train, similar to the train used by endtN" denotes the measurements for router and link properderrelation.
to-end available bandwidth probing tools such as IGI/PTR [9

and Pathload [10]. The measurement packets, which precede

and succeed the load packets as shown in Figure 1, are 88 : . :
X : . ts for th it I ot ace
byte UDP packets with the TTL fields set in such a way thg f SXperiments for e persistence anaysis, to guar

i h h I th th. th t ket at trclg]bing is conducted in a fixed amount of time, we allocate
at each hop aiong the path, the measurement packet a seconds for each destination; this limits the number of

:he hea_ld f"‘”d t?llcv\(/)f trglvtlrpmn will eXp'Iiei T["St\r’:"” tr'gngetTr(]jestinations that each source can measure within a certen t
ransmission of two EITor packets 10 th€ Source. Ihga a1 Besides bottleneck and choke point locationhiRatk

inter-arrival time (called the "gap value”) of the ICMP patk also reports the IP address of each hop along the path, simila

at the source can be used as an estimate of the packet Y8'the traceroute output. This information is used in thiggra
length at the router that generated the two ICMP packets. & route persistence analysis

resulting sequence of packet_ ”‘.”“” Iengths_ at each hop can BBathneck is quite effective. An extensive Internet study [8
used to identify the hop that limits the available bandwioith shows that it can detect bottlenecks for almost 70% of the

the _path. Hops vyhere thg packet train length INCreases m.m'epgths. Pathneck also has relatively low overhead and ddes no
available bandwidth that is lower than the packet transoniss require access to the destination. However, Pathneck dues h
(rjate att that r;_ogl)(—}/ve V}’:”kca" th(:ge hﬂrlhdcogekpoll.mlfiﬂe some limitations. For example, it typically can not probstpa
| ovtvnrs1 riar‘lr] Il<n' ct)ha[;: tct)l € pOklnl_ 'i calledcaoke fin € firewalls since they often drop the load packets. Pathnesik al
ast choke ik 1S the bottieneck fink. cannot observe the last link of the path. For these reasoas, t

In practice, queueing effects on both the forward and revergq it presented in this paper are only for the partial path
paths and ICMP packet generation times can introduce noj§¢ \\hich we can obtain measurement data.

in the train length measurements. To deal with this, Pathnec

sendsn consecutive RPTs (e.gu, = 10), called gprobing sef  B. Measurement Sources and Destinations

and “averages” across thesgrobes. Only if a link repeatedly  In our experiments, we run Pathneck from a host at Carnegie

(e.g., more than half the probes) creates a significantasere Mellon University and from a number of nodes selected from

in the train length (e.g., more than 10%) is it consideredeto fhe RON and PlanetLab testbeds (listed in Table Il). These

a valid choke point. This requirement is the main reason thaddes reside in 20 distinct ASes and are connected to 21

Pathneck sometimes can not identify a bottleneck. The lafistinct upstream providers in north America and parts of

choke point on the path is typically the link with the lowesEurope.

available bandwidth, i.e., the bottleneck. The detailsid t The measurement destination IP addresses are selected from

algorithms can be found in [8]. BGP routing tables, as described in [18] and [8]. For the
Pathneck needs around 50 seconds to finish 10 probingsstrurces where we have local BGP tables, we directly use



TABLE Il

them. Otherwise, we use the BGP tables from their upstream
DETERMINING CO-LOCATED ROUTERS

providers, which can be obtained from public BGP data

. . Heuristic # IP pairs

sources such as Route Views [2]. The upstream provider Same DNS name y

information can be obtained by performing traceroute from Alias 53

the sources to a few randomly chosen locations such as gMU Olf P?_C DS 5%623
. . - . ame location In name

vwwv g(‘)‘ogl e com Given a routing taple, we flrst_ pick a Digits in DNS name filtered 190

.17 or “.129” IP address for each prefix. The prefixes that Real change 1722

are completely covered by their subnets are not selected. We
then reduce the set of destination IP addresses by elim@qati
the ones whose AS paths starting from the probing sour
are completely covered by other AS paths. The motivati

behind this is to achieve diverse AS-level coverage, while Bottleneck location can change when the underlined route

keeping the number of destinations manageable. The exgleg@nges. In the 1-day periodic probing data set, we observe
number of destinations selected depends on the goal of fiéte a few IP level route changes: among the 6,868 unique
analysis, as will be discussed as part of the methodolofy addresses observed in this data set, 2,361 of them are
of each experiment. Note that the destination IP addres@ssociated with hops whose IP address changes, i.e., ttee rou

obtained using this procedure amt necessarily correspondappears to change. This shows that we must consider route
to real end hosts. persistence in the bottleneck persistence analysis.tikely,

We did our best to diversify measurement sources aHernetroutes have different persistence propertiedfatent
destinations so that our results can be as representativedigularity, so in the following, we investigate route pers
possible. Even so, over half of our measurement sourdggce at both the location and AS level. At loeation leve]
directly connect to Internet-2, and the number of destimati We consider hops with IP addresses that belong to the same
is very small compared with the size of the Internet. For th[@uter or co-located routers as the same hop. We will explain
reason, the conclusions drawn in this paper should not W&at we mean by the “same router” or “co-located router”

e .
. Route Persistence

viewed as representative of the whole Internet. below. Location-level analysis can help us reduce the impac
of “false” route changes. At thAS level we consider all hops
[1l. PERSISTENCE OFBOTTLENECKS in the same AS as the same AS-level hop; this is done by

In this section, we study the persistence of Internet b
tlenecks. We first discuss our experimental methodology, a
then look at route persistence. Finally, we discuss batikn

1apping the IP address of each hop to its AS number using
O{Ee mapping provided by [18].
1) Location-Level Route:At the location level, the IP
; ; ; addresses associated with the same router are identified usi
ipt);rsstence at various levels of spatial and temporal m&nutwo heuristics. First, we check the DNS names. That is, we
resolve each IP address into its DNS name and compare
A. Methodology the DNS names. If two IP addressgg have the same hop

. . sition (b) for the same source-destination pair are
We study bottleneck persistence from both spatial ars)é) ttion (b) . ination pair oj

¢ | " For th tial vsi aad solved to the same DNS name, they are considered to be
emporal perspectives. -or the spatial analysis, we CABOUC, . iated with the same router. We found that 5,410 outof th

1-day periodic probing That is, we selected a set of 9606,868 IP addresses could be resolved to DNS names, and 42

dCeNSIEn?tm?? ans% %robedTﬁa;:h of _:jhem 0r13(:8e p?r d?y frg_ &rs of IP addresses resolve to identical DNS names (refer t
ost for ays. fhat provides us SEIS Of probitg,pe ). Second, we look for IP aliases. For the unreswlve
results for each destination. Here the number of destingtio addresses, we use Ally [22] to detect router aliases. We
960—is determined by the length of the probing period d‘gund that 53’|P pairs are aliases '
day) and the measurement time of Pathneck (90 seconds Pefhe IP addresses associated with co-located routers are

destination). This set of da.lta is used throughout this @ecti identified by applying the following heuristics sequenial
For the temporal analysis, we conducted two more experi-
1) CMU or PSC Because all our measurements are con-

ments: (1)4-hour periodic probingwhere we select a set of
160 destinations from those used in the 1-day periodic pgbi ducted from a CMU host, the)_/ always pass through PSC
(ww. psc. edu) before entering other networks, so we

and probe each of them from a CMU host every four hours ; S

for 148 hours, obtaining 37 sets of probing results for each consider all those routers within CMU or PSC as co-

destination; and (2)-hour periodic probingwhere we select located. . _ .

a set of 40 destinations from those used in the 4-hour periodi 2) Same location in DNS nameAs pointed out

probing and probe each of them from a CMU host every hour in-[25] th*e . DNS names used by some ISPs

for 30 hours, thus obtaining 30 sets of probing results feahea £e.g., .the 1P att.net .for . AT&T and_ th.e

destination. These two data sets are only used in Sectidn ll| - SPr ntli _nk. net for Spr!nt) |r_1clude location in-
formation, which allows us to identify those routers that

Lin the case of multihomed source networks, we may not be abibtain ar_e_at _the same geographlcal position. o
the complete set of upstream providers. 3) Digits in DNS name filteredNe remove the digits from
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Fig. 3. Frequency of the dominant route

persistence at the location level is quite poor. Howevethat

AS level, not surprisingly, the routes are much more perstst
949% of the source-destination pairs have fewer than 5 eiffier
AS-level routes.
DNS names. If the remaining portion of the DNS names We have seen that most of the source—dest_ination pairs use
become identical. we consider them to be co-located. "°"€ than one rou_te. For our bottle_neck persistence asalysi
S ] ) we need to know if there is a dominant route for a source-
These three heuristics allow us to identify 16, 572, and 19stination pair. Here, thdominant routeis defined as the
pairs of co-located routers, respectively. Note that Is#68 oyte that is used by the highest number of persistent pgobin
(2) and (3) are not perfect: stale information in DNS can eaugets in all 38 probing sets for the same source-destination
mistakes in heuristic (2), while heuristic (3) is complgtel yair Figure 3 shows the distribution of the dominant route
based on our limited knowledge of how ISPs assign DN each source-destination pair, i.e., the number of pensi
names to their IP addresses. Although we think the impagtoping sets that use the dominant route. We can see that, at
from these errors is small, better tools are needed to i¥entne |ocation level, only around 15% of the source-destimati
co-located IP addresses. pairs have a route with a frequency of 20 or more (out of 38),
At the location level, we consider a route change only wheR  the “dominant” routes are usually not very dominartt. A
the corresponding hops do not belong to the same or a ¢Qe AS level, for about 30% of the source-destination pairs,
located routers. Table Il shows that 1,722 pairs of IP a8 the dominant route is used by less than 20 (out of 38) probing
are associated with hops that experience route changesn Giyets, This is consistent with the observation in [25] thaitalt

this definition for location-level route change, we define gf apout 1/3 of Internet routes are short lived (i.e., exist f
persistent probing sets a probing set where the route remaingss than one day).

the same during the 10 probings.

2) Results:Figure 2 shows the route persistence results f& Spatial Bottleneck Persistence
the 1-day periodic probing, at both the location and AS level We study spatial bottleneck persistence from two points of
The top graph plots the cumulative distribution of the numbeiew: the route view and the end-to-end view. The route-view
of probing sets that are not persistent. As expected, A8l-leanalysis provides the bottleneck persistence resultsidia
routes are more persistent than location-level routes.eSothe effect of route changes, while end-to-end view can Il u
location-level routes change fairly frequently. For ex&mp the bottleneck persistence seen by a user, including teeteff
about 5% of the source-destination pairs have more than dfSroute changes. The comparison between these two views
(out of 38) probing sets that are not persistent at the lonatiwill also illustrate the impact of route changes. In eachwyie
level. However overall, the vast majority of the routes arde analysis is conducted at both the location and the AS.leve
fairly persistent in the short term: at the location level% A bottleneck is persistent at the location level if the tdck
of the source-destination pairs have perfect persistenee (routers on different routes for the same source-destimatiar
all probing sets are persistent), while 80% have at most oaee the same or co-located. A bottleneck is persistent at the
probing set that is not persistent. The corresponding fgyur&S level if the bottleneck routers on different routes foe th
for AS level are 85% and 97%, respectively. same source-destination pair belong to the same AS.

The bottom graph in Figure 2 illustrates long-term route 1) Route View:In the route view, bottleneck persistence is
persistence by plotting the distribution of the number afomputed as follows. We first classify all persistent prgbin
different location-level and AS-level routes that a sourcaets to the same destination into different groups basetlen t
destination pair uses. We observe that only about 6% of thaute that each probing set follows. In each group, for every
source-destination pairs use one location-level routejewhbottleneck router detected, we count the number of pergiste
about 6% of the source-destination pairs have more than gi@bing sets in which it appeargn{), and the number of
location-level routes (for 380 probings). The long-termiteo persistent probing sets in which it appears as a bottleneck

Fig. 2. Route persistence at the location level and AS level
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Fig. 4. Persistence of bottlenecks.

(bot). Then the bottleneck persistence is definedagcnt.
To avoid the bias due to smatht, we only consider those
bottlenecks wherent > 10. The number “10” is selected
based on Figure 3, which shows that over 80% (95%) of the
source-destination pairs have a dominant route at theitocat
level (AS level) with a frequency higher than 10; also, pigki
a larger number will quickly reduce the number of source-
destination pairs that can be used in our analysis. Thexefor
10 is a good trade-off between a reasonably largée and
having a large percentage of source-destination pairs to be
used in the analysis. ! 0 % ont
In Figure 4, the two bottom curves (labeled with “routeig. 5. Number of routes with certaitbdt, cnt) value at the location level
view”) plot the cumulative distribution of the bottleneck{tor) and AS level (bottom).
persistence. We can see that, at both the location level and
AS level, around 50% of bottlenecks have persistence larger
than 0.7, and over 25% of them have perfect persistence. Th&sistence larger than 0.7. This degradation from thalen t
shows that most of the bottlenecks are reasonably persistente view illustrates the impact of route changes on it
in the route view. Note that the location-level curve and thgersistence.
AS-level curve are almost identical. This seems to conttadi Figure 6 plots the distribution details. Similar to the ®ut
the intuition that bottlenecks should be more persisterthat view results shown in Figure 5, the location-level and AS-
AS level. Note however that for a source-destination pait, level results are very similar to each other. However, there
in the AS level can be larger than that for the location levelk an obvious difference — most source-destination paies ar
so we cannot directly compare the persistence at these tolostered in the ared80 < cnt < 38, which reflects the
levels. fact that for each source-destination pair we have 38 ppbin
In Figure 5, we look at the route-view persistence in morsets. Herent can be less than 38 because we only consider
detail by plotting the number of bottlenecks falling intocka persistent probing sets. Comparing with the results in feidy
(bot, cnt) category. The results for the location level (top) andie can see that route changes can easily change the end user’s
AS level (bottom) are fairly similar. We observe that most gberception of bottleneck persistence.
the routes cluster in the triangular region within< bot < 3) Relationship With Gap Valueskor those bottlenecks
20 & 0 < ent < 20. This is not surprising, since it reflectswith high persistence, we find that they tend to have large
the fact that many routes for a source-destination pair appgap values in the Pathneck measurements. This is confirmed
in fewer than 20 of the daily probings. An important messade Figure 7, where we plot the relationship between the
is that there is a higher concentrations of bottlenecksectos bottleneck gap values and their persistence values in both
the diagonal, suggesting that bottlenecks are fairly ptenst. the route view and end-to-end view. We split the bottlenecks
2) End-To-End View:In this view, we consider bottleneckthat are included in Figure 4 into 4 groups based on their
persistence in terms of source-destination pairs, regssdlpersistence value: 1, [0.75, 1), [0.5, 0.75), and [0, 0.BY a
of the route taken. We compute bottleneck persistence tben plot the cumulative distribution for the average leotick
end-to-end view in a way similar with that of route viewgap values in each group. We observe a clear relationship
The two top curves (labeled with “e2e view”) in Figure detween large gap values and high persistence in both the
show the results for end-to-end bottleneck persistencaimg route view (top figure) and end-to-end view (bottom figure).
the results for location level and AS level are very similafhe reason is, as discussed in [8], that a larger gap value
However, the persistence in the end-to-end view is muchdowerresponds to smaller available bandwidth, and the smalle
than that in the route view — only 30% of bottlenecks hawhe available bandwidth, the less likely it is that therel wé

number of routes
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D. Temporal Bottleneck Persistence

So far our analysis has focused on the 1-day periodic
probing results, which provide only a coarse-grained view
of bottleneck persistence. The 4-hour and 1-hour periodic
probings described early in this section allow us to inggg#
short-term bottleneck persistence. Although these twe skt
experiments only cover a small number of source-destinatio
pairs, it is interesting to compare their results with thase
the 1-day periodic probings.

Figure 8 compares location-level route persistence over 1-
hour, 4-hour, and 1-day time periods. In the top graph,the
axis for the 1-hour and 4-hour curves are scaled by 38/30 and
38/37 to get a fair comparison with the 1 day curve. For the
4-hour and 1-day periodic probings, the number of probing
sets that are not persistent are very similar, while those fo
1-hour periodic probing show a slightly higher percentafje o
probing sets that are not persistent. This seems to imply tha
there are a quite a few short-term route changes that can be
caught by 1-hour periodic probings but not by 4-hour pedodi
probings. The bottom figure shows that the number of differen
routes for 1-day periodic probings is significantly largean
those for 4-hour and 1-hour periodic probings. We think this
is mainly because the 1-day periodic probings cover a much

a hop with a similar level of available bandwidth on the patlonger period.
between a source-destination pair, so the bottleneck i mor Figure 9 plots the distribution of the dominant route at

persistent.

the location level. Clearly, in the 4-hour and 1-hour peigod
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= = e2e view 4-hour

AR ] In this section, we investigate the degree of choke link
O o Vo 1-hour sharing among paths from a probing source to destinations
whose IP addresses are within the same network cluster. As
defined by Krishnamurthy and Wang [13], a network cluster
is a set of nodes that share the same prefix in the BGP
routing table. Previous work by Balakrishnat al. [4] has
found that Internet hosts close to each other often havéasimi
throughput. The goal of our study is to understand whether
the network paths from a randomly selected probing source to
destinations close to each other experience the same badthdwi
choke links. Note that we are interested in the entire set
S F R T ] of choke links, not just bottlenecks. Such information can
persistence be very valuable in reducing unnecessary probing, producin
Fig. 10. Persistence of the bottlenecks with different maeamment periods more accurate performance prediction, or in general ingloin
at the location level. performance-based clustering of IP addresses.
There are several reasons why we cannot always expect des-
tinations whose IP addresses are within the same prefix ® hav

probings, the dominant routes cover more persistent pgobiWFf same choke links from the perspective of a given vantage
sets than for the 1-day periodic probings — in the A-holPiNt. Flrst_ of _all, network paths from_the probing source to
and 1-hour periodic probings, 75% and 45% of the sourc@—ose destinations may not necessarily follow the same AS-

destination pairs have over 20 persistent probing sets tye! paths due tq reasons such as BGP miscqnfiguration and
use the dominant routes, while only around 20% of tHddress aggregation [18]. Second, even assuming the A&8-lev

source-destination pairs in the 1-day periodic probings ugaths are the same, the IP level paths can disagree resulting

the dominant routes. Note that the 4-hour periodic probirig different choke links. Finally, the choke link locationsay
results have the largest dominant route coverage. A pessiBPt D€ persistent, resulting in different path charadiessto
reason is that the 1-day periodic probings last much |Ong%<]=,st|natlor_ls Wlthln_ the same cluster. To gnderstand theedeg
and allow us to observe more route changes, while the 1-h@&iychoke link sharing for end hosts within a cluster network,
periodic probings can catch more short-term route chang@’& conduct the following study.

The same exp_Ianation can a!so _explain the _difference A Methodology

bottleneck persistence plotted in Figure 10, which congpare

the location-level bottleneck persistence for differerdlpng column “CL” in Table II, to collect the measurement data.

periods. Again, we see that the 1-day_and 1-hour curves 33, reduce the bias caused by not discovering the last mile
closer to each other in both the route view and the end-to-etrjld

view, while the 4-hour curves stand out distinctly, with g ottleneck, we intentionally selected addresses from gelar

persistence. This is because the 4-hour periodic probiags hset of local DNS server IP addresses as target addresses.

: Iﬂqaddition, we ensure that all the selected IP addresses are
the best dominant route coverage, so route changes have the "~ . : o .
least impact. responsive to ICMP ping requests, so that it is more likeat th

Pathneck can successfully probe the last several hops of the

network path. To have conclusive results, we select 20 td?60 |

addresses belonging to each prefix cluster. As a resultafdr e

E. Summary of Bottleneck Persistence Study probing source]1087 IP addresses are selected; they belong

to a diverse set of prefixes originating from ASes across the

The analysis in this section shows that 20% — 30% eintire Internet hierarchy. The measurements from all pibi

the bottlenecks have perfect persistence. As expectetlebotsources were conducted roughly around the same time—the

necks at the AS level are more persistent than bottlenegiarting times are within a 60-second interval, and the rendi

at the location level. Long-term Internet routes are notyvetimes are within a 60-minute interval.

persistent, which has a significant impact on the bottleneck . . o ]

persistence. That is, people will reach different condunsi B- Choke Link Sharing Within A Prefix

about bottleneck persistence depending on whether or noFigure 11 shows the results across all 11 probing sources.

route changes are taken into account. We also confirm tfidte Degree of Sharings calculated as the percentage of the

bottlenecks with small available bandwidth tend to be mopaths (from a source to destinations in the same network

persistent. Finally, we show that bottleneck persistea@so cluster) in which the most popular choke link occurs. The

sensitive to the length of the time period over which it isigure shows the correlation at three levels of granulaiiy:

defined, and the worst persistence results seem to occur l&wel, location level, and AS level. First, we observe tharen

medium time periods. than 80% of the prefixes have only at most 20% sharing for
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We use 11 probing sources, all RON nodes, as shown in
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Fig. 11. Degree of choke link sharing at different levels ffi@s within the Fig. 12. Impact of prefix length on the degree of sharing

same prefix
TABLE IV
DIFFERENT TYPES OF PATHS IN THEB54 PATHS PROBED

the IP addresses selected, and about half of the prefixes have | [ No loss | Loss | Tofal |
No bottleneck 139 121 260

at most 10% sharing. Second, there is a slight improvement Botlenack I 350 T 694
from the IP level when either location or AS level correlatio Total 751 503 | 954
is used although the difference is negligible. However, ke d

find that in most cases, even though the network paths to the

same prefix have different choke links, the difference irirthe ] ]

position is only 1 or 2 hops. We also looked at the degree of!N this study, we use Tulip [17] to detect the packet loss
sharing using the measurements from each individual sourB@sition and estimate ling queueing delay. We probed 954

We did not observe significant differences across differefigstinations from a CMU host. For each destination, we did
probing sources. one set of Pathneck probings, i.e., 10 RPT probing trains,

fg{l}lowed by a Tulip loss probingnda Tulip queuing probing.

One explanation for the low degree of choke link sharin ) X X
within the same prefix is the large size of the prefix. Addre th types of Tulip probings are configured to conduct 500
asurements for each router along the path [1]. For each

aggregation can merge groups of smaller prefixes into a la
ggrey ge group P uter along the path, Tulip provides both the round trip

refix. Such smaller prefixes within a large prefix may n
P P gae p y s rate and forward path loss rate. Because Pathneck can

follow the same AS level path, so they may not share cho .
links. To test this hypothesis, we study the impact of adsire nly measure forward path bottlenecks, we only consider the
ward path loss rate. Table IV classifies the paths based on

prefix length on the degree of sharing in Figure 12. We obser h q | d botl K boi
that as the prefix length increases, the degree of sharing atit er or not we can detect loss and bottleneck points on a

tends to increase though not in a consistent way.

As_ part of the future work, we plan to probe more Xy Relationship with Loss
tensively to better understand why the degree of choke links
sharing from a source to a destination cluster is very small,Let us first look at how the positions of the bottleneck and
and to further validate our conjecture that aggregatioggpta loss points relate to each other. In Figure 13, we plot the

role in choke link sharing. distances between loss and bottleneck points for the 381 pat
where we observe both a bottleneck and loss points. In the top
V. RELATIONSHIP WITH LINK LOSSAND DELAY figure, thez-axis is the normalized position of a bottleneck

point — the normalized position of a hop is defined to be the

In this section, we investigate whether there is a cleaatio between the hop index (the source node has index 1) and
relationship between bottleneck and link loss and delaycési the length of the whole path. Theaxis is the relative distance
network traffic congestion may cause queueing, packet Idssm the closest loss point to that bottleneck point. If thisra
and hence bottlenecks, we expect to see that bottleneckspoloss point with equal distance on each side, we plot both, one
are more likely to experience packet loss and queueing delasth a positive distance, and the other with a negative dista
On the other hand, capacity determined bottlenecks may masitive distance means that the loss point has a larger hop
experience packet loss. Therefore, the relationship ketwendex, i.e., it is downstream from the bottleneck point; aiege
bottleneck position and loss position may help us to distisly distance means that the loss point is earlier in the path than
load-determined and capacity-determined bottlenecks. the bottleneck point. The bottom figure presents the data fro
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position of loss point gueueing delay. Based on these measurements, we look at the

relationship between the bottlenecks and the correspgndin
gueueing delays.

Figure 15 shows the cumulative distribution of the queueing
delays for bottleneck and non-bottleneck links. In our expe
ment, we observe queueing delays as large0asns, but we
_ only plot up to50ms in the figure. As expected, we tend to
06 { 1 observe longer queueing delays at bottleneck points than at
non-bottleneck points: fewer than 5% of the non-bottleneck
links have a queue delay larger thams, while around 15%

Fig. 13. Distances between loss and bottleneck points.

i
0.8F [

CDF

0.4r

02 T l of the bottleneck links have a queue delay larger tivar. We
also observe the same relationship between the loss poidts a
%5 0 = 0 s 10 15 20 25 their queueing delays, i.e., we tend to observe longer qogue
distance to bottleneck delay at the |OSS pOintS.
Fig. 14. Distance from closest loss point to each bottlensmukts VI. | MPACT OF ROUTER AND LINK PROPERTIES

In this section, we use information obtained from the
network of a tier-1 ISPX to study various factors behind
the loss point of view, and the distance is computed from th@served choke links or bottlenecks in the forwarding path
closest bottleneck point. Figure 13 clearly shows thatetleee segments that travers. These factors include router CPU
fewer bottleneck points in the middle of the path, while a fajoaq, router memory load, link capacity and link load. Below
number of loss points appear within the normalized hop rangg first describe how we use end-to-end probing to cover
[0.3, 0.9]. On the other hand, there are fewer loss points |ijks inside X, and how we identify inter/intra-AS links. We
the beginning of the path. then present the relationship between choke links and the

Figure 14 shows the cumulative distribution of the distan%rresponding router and link performance propertiesl
from the closest loss point to each bottleneck points, uieg

same method as that used in the top graph of Figure 13. e Covering ISPX

observe that over 30% of bottleneck points also have packetdeally, we would like to run Pathneck for paths connecting
loss, while around 60% of bottleneck points have a loss poig&ch pair of ingress and egress interfaceX pfdentify choke

no more than 2 hops away. This distance distribution skewvisks and bottlenecks on each path, and then investigate the
to the positive side due to the bottleneck clustering at tlwauses for the choke links and bottlenecks. Unfortunatedy,

beginning of the path, as shown in Figure 13. do not have direct access to the ingress and egress points.
) o Instead, we use probing sources outside of ISP and
B. Relationship with Delay carefully choose a large set of destinations for each pgpbin

Besides packet loss, queueing delay is another metricghasdurce to cover as many distinct inter-AS links as possible
frequently used as an indication of congestion. Tulip pitegi that connect toX. As a result, the probing paths can also
gueueing delay measurements as the difference betweenttheerse a large number of distinct intra-AS links withih
median RTT and the minimum RTT from the probing sourc8pecifically, we choose 19 RON and PlanetLab nodes as the
to a router. Note that the queueing delay computed thisobing sources as listed in the column “IN” of Table Il. Due
way corresponds to the cumulative queueing delay from theetheir different positions in the Internet, they coverfeliént
probing source to a router, including delay in both the fadva numbers of inter-AS and intra-AS links of. As a result,
and return path. The 500 measurements for each routerthie number of probing destinations selected for each pgobin
our experiment can provide a reasonable estimate for tlisurce is different — it varies from around 800 to around 8,00



@ =By =B —=()—(E)---» 2) If we identify more than two hops on a path as edge
b) -een OO~ interfaces (Figure 16(b)), we consider thg first and the
last edge interfaces as the “real” edge interfaces and
©) weeeon(E) apply Heuristics 1).
..... sE——E) 3) If we can only identify one edge interface on a path (Fig-
_____ (O ure 16(c)), we must consider several cases. If this edge
interface is the only candidate hop, then we consider its
O O O O two adjacent links as inter-AS links &f and there is no
----- (B —(2)-> intra-AS link. If there is more than one candidate hop
(®) Edge ntertace (B) backbone interface and at least one bapkbone interface is also identifie_d, we
(?) Unmatched cancidate hop consider the following two cases. If the last candidate
_____ s InterAS Ik IntraAS link hop is identified as a backbone interface, we consider

this backbone interface as an edge interface. If the last
candidate hop does match with any address we have and
it is adjacent to a backbone interface, we consider this

unmatched candidate hop as an edge interface and apply
. Heuristics 1).

In total, we collected a total number of 66,876 probing sets,4) If no edge interfaces are identified (Figure 16(d)), we

each containing 10 consecutive probings. o consider the following two cases. If the first and the
Our method of selecting measurement paths maximizes the |5 candidate hops are identified as backbone interfaces,
coverage ofX, but it does not guarantee that the bottlenecks o consider them as edge interfaces. If the first (or the

are inX. First, the choke links and bottlenecks may be outside last) candidate hop is unmatched and it is adjacent to a
of ISP.X. Second, due to route changes, some pre-determined  p5c1pone interface, we consider it as edge interface and
probing paths may not traversé at all when we conducted apply Heuristics 1).

the measurements, so they do not cover any links wifin

Fig. 16. Identify inter- and intra-AS links oK on a probing path.

After applying the above heuristics to our probing data set,
B. Identify Links Belonging to ISR we get 429,908 “valid” probings. Among them, we identified

. . ) 7,641 distinct links related to ISR, among which 3,419 links
For our analysis, we need to identify the path segment thsﬂ'% intra-AS links and 4,222 links are intra-AS links.
is within ISP X . In general, identifying the segment of a path

that traverses an arbitrary A% is very hard [8]. Tools such as C. Location of Choke Links
Traceroute and Pathneck return one IP address for eaclr routgyjith an accurate identification of inter-AS and intra-AS
(hop) along the path between a source and destination. $imphks, we now validate the common belief that bottlenecks
mapping this IP address to its AS number and identifyingre more likely to be on the inter-AS links, including peerin
the hops with AS numbeX' might not yield a correct result ang access links. Due to the limitations of our data cobecti
due to the naming convention adopted by some ISPs. kfgthod mentioned earlier, we are unable to conduct a mean-
example, an inter-AS link could have two end IP addressggful study on the bottleneck link, because the vast mgjori
belonging to the same AS. Fortunately, we have access to §j&he detected bottlenecks are outside of ISP This is not
router configuration files of all the edge routers and backbogurprising because ISR is a well-engineered tier-1 service
routers in ISPX. We parse these configuration files, extra@rovider. In the following analysis, we study the locatioh o
the IP addresses of all the interfaces, and group the igtrfahe choke links detected in ISE. We use theletection rate
IP addresses intedge interfaceginterfaces that connect t0tg measure how likely a link appears as a choke link on a
a router in a neighboring network) arshckbone interfaces path. The detection rate is defined as the number of times that
(interfaces that connect to a router in ISP). Given this g |ink is detected as a choke link divided by the number of
information, we first map the IP address of each hop alofghes the link appears in the probing paths.
a path to its AS number and identify all the hops with AS Figure 17 shows the cumulative distribution of detection
numberX and their adjacent hops as the candidate hops. \Wge of inter-AS and intra-AS links. We observe that, in ISP
then match the IP address of each candidate hop with tRe jnter-AS links are much more likely to be choke links than
edge interface addresses and the backbone interface sellreftra-AS links — only around 5% of the intra-AS links have
Based on this classification, we use the following heusstic getection rates larger than 0.3, while around 30% of inter-
identify the inter-AS and intra-AS links. AS links have a detection rate over 0.3. This is consistent
1) If we identify two hops on a path as edge interfacesith the common belief that the bottlenecks are likely to be
(Figure 16(a)), we consider the links between these tvam the peering and access links. However, note that a choke
hops as intra-AS links ofX. The two end links, i.e., link (or even bottleneck link) does not directly correspdad
the link preceding the first edge interface and the linkongestion in a network. In fact, based on the packet loss and
following the second edge interface are considered ksk load information, we did not observe any congestion in
inter-AS links. ISP X during the period we conducted our experiments. In
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o R Second, there is no clear relationship between link capacit

ol //’ e | and the probability of being a choke point. Figure 18(c) shiow
// P o the cumulative distributions of normalized link capacity f

osf -7 1 choke links and non-choke links. Intuitively, one may think

CDF

low capacity links are likely to be choke links. However, we

l observe that high capacity links have similar probabilify o

o2l ] being a choke link as the low c_apacit_y links. This might be_
= inter-AS due to the fact that the network is engineered such thatdraffi
% 01 02 03 o4 05 06 07 08 o9 1 load is well-balanced according to the link capacities.
detection rate Finally, we do observe a correlation with the link load.
Fig. 17. Detection rate of the inter-AS and intra-AS links. Figure 18(d) shows the cumulative distributions of noraedi

link load for choke links and non-choke links. Choke links
have a slightly higher link load than non-choke links. Thioug
N _ ) ) the correlation between link load and its probability ofrizgi
addition, the conclusion on choke links detected in L8P 5 choke link does not directly tell us what the causes of choke

may not apply to choke links (and bottleneck links) in othgfks are, it provides hints that traffic load might be onefus t
networks such as smaller ISPs or enterprise networks.  major factors that cause Internet bottlenecks.

D. Causes of Choke Links VIlI. RELATED WORK

We further investigate the various factors that may causeOur work studies the persistence of bottlenecks of Internet
a link to be a choke link. We consider the following twopaths, the extent of bottleneck sharing among IP addresses i
factors: router utilization and link utilization. We useufo destination clusters, the correlation of different pathgarties,
metrics in our analysisputer CPU load router memory load and the relationships between choke links and router akd lin
link capacity and link load. These data are obtained fromproperties. We review related work on each of these four
the 5-minute SNMP statistics collected from ISPs internal topics.
routers. Note that other factors may affect choke links sagh Persistence of Internet path properti@&® our knowledge, the
packet loss and routing changes. In our analysis, we do mpefrsistence of Internet bottleneck locations has not besh w
consider packet loss because it rarely happens inXSBve explored. However, the persistence of other Internet patp-p
will investigate the impact of route changes on choke links &rties have been investigated in the literature. Theseidiecl
part of future work. control path (BGP route) and forwarding path persistenath p

Our conjecture is that the link capacity and traffic arss, packet ordering, path delay, and throughput. Lab@tit
major factors behind the choke links, while router perfonce al. [14], [15], [16] showed that a large fraction of destination
has less impact. The intuition is that the packet forwardingefixes have persistent routes from many observation point
processing is mostly done on the line cards [7]. We validatiespite the large volume of BGP updates. Rexfetdal.
our conjecture below. discovered that the small number of popular destinations

We do not observe a strong correlation between the routesponsible for the bulk of Internet traffic have very peesis
CPU/memory utilization and the probability of the routeirtge  BGP routes. Zhangt al.[25], [24] investigated the stationarity
a choke point, mainly due to the light load on all router@f forwarding path, loss and throughput. They show that
Figure 18(a) shows the cumulative distributions of routBtJC routes appear to be very persistent although some routes
load for choke routers and non-choke routers in [8PThe exhibited substantially more non-stationarity than athéoss
CPU load on all the routers traversed by our Pathneck protsex throughput were considerably less stationary.
is lower than 35%. Similarly, router memory utilization is@ Sharing of congestion pointsVe analyze the degree of
low as illustrated in Figure 18(b). These results confirm otnottleneck sharing for destination clusters using localSDN
conjecture that router CPU and memory load do not affect teerver entries to identify live IP addresses in the samexprefi
likelihood of being a choke point. clusters. These prefix clusters are in turn identified usiGdPB



data based on the scheme proposed by Krishnamurthy asll K. Harfoush, A. Bestavros, and J. Byers. Robust idemtifim of

Wang [13]. Previous work has also focused on identifying
whether certain flows share the same point of congestion [21[]7]

[6], [11], [12]. However, they do not identify the point of go
gestion. We focus on explicitly identifying shared bot#eks
rather than implicit inferences.

Correlation between different Internet path properti€3ur
work investigates the correlation between different patipp

erties: bottleneck location, loss location and queueingyde

values. To our knowledge, the correlation of the locationo]
of different path properties has not been studied. Previous
work has focused on end-to-end path properties [23]. Moen;
et al. [19] discovered a periodic phenomena in the correlation
between delay and loss. They conjecture that the cause is
to the synchronization effect of TCP reacting to shared lo
events. Paxson [20] found that packet reordering is cdaela

with routing fluctuation.
Correlation with router and link propertieOur work corre-

lates choke links with the related router and link propsttie

Similar work has been done in [5] and [3]. Chei al. [5]

has corroborated their point-to-point delay measurement [%5]
fiber maps and router configuration information. Agarneal [16]
al. found little correlation between router CPU utilizationdan

BGP updates [3].

VIII. CONCLUSION

In this paper, we present a measurement study characteft?.
ing network bottlenecks. We look at four Internet bottlenec

properties: the persistence of bottleneck location, thergof
bottleneck sharing among destination clusters, the aiiosl

with link loss and delay, and the relationship with routed an
link properties, including router CPU and memory load, the
link capacity and traffic load. We find that 20% — 30% of thﬁz]

source-destination pair in our data set have perfect nettle

persistence, and less than 10% of the IP addresses in therclUg3]
share a bottleneck more than half of the time. We also observe
that 60% of the bottlenecks on lossy paths can be correlated
with a loss point no more than 2 hop away. The bottleneck!
can be clearly correlated with link load, while there is no

strong relationship with link capacity and the router CPUW anzs)

memory load.
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