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Message-Passing Detector for a 128 × 32
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Abstract— Massive multiple-input–multiple-output (MIMO)
detection uses a large number of antennas to increase spectral
efficiency at a cost of large computation resources and power
in a base station. In this article, we demonstrate a 0.58-mm2

128 × 32 (it denotes 128 base station antennas and 32 single-
antenna users) 256-QAM massive MIMO uplink detector based
on message-passing detection (MPD). With the proposed symbol
hardening processing, the complexity is reduced by more than
60% compared to the direct implementation of MPD. The detec-
tor implements a grouped layer-parallel architecture to acceler-
ate convergence, enabling an average throughput of 2.76 Gb/s
(running, on average, 4.92 iterations with early termination) at
221 mW. The chip incorporates adaptive precision control and
clock gating to improve energy efficiency further by up to 43%.

Index Terms— Channel hardening-exploiting message pass-
ing (CHEMP), massive multiple-input–multiple-output (MIMO),
message-passing detection (MPD), MIMO detector.

I. INTRODUCTION

THE fifth-generation (5G) wireless communication sys-
tems significantly increase the network capacity and

coverage and improve the spectral and energy efficiency. Mas-
sive multiple-input–multiple-output (MIMO), or large-scale
MIMO, has been identified as a key disruptive technology for
5G [1]–[6]. Massive MIMO is a multi-user MIMO technique,
as depicted in Fig. 1, which relies on a large number, e.g.,
hundreds, of base station antennas (Nr ) to serve a multiplicity
of, e.g., tens, of autonomous single-antenna users (Nt ) in
each time-frequency resource [7]. A large number of antennas
provides a high spatial multiplexing gain for an increased
capacity, and the radiated energy can be focused on the
intended receivers for improved energy efficiency.

The optimal maximum likelihood (ML) detection exhaus-
tively searches for all the possible points of user symbol
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space. Its complexity scales exponentially with the number
of user antennas (Nt ) and the order of modulation |A|,
i.e., O(|A|Nt ). To mitigate the implementation costs, reduced-
search detection, such as sphere decoders (SDs) [8]–[13], have
been introduced for MIMO systems with Nt ≤ 8. For a
massive MIMO system serving more than eight users with
high-order modulations, SD can still be used, but it involves a
tradeoff between error rate and complexity. To support more
than eight users, the sphere radius needs to be limited to
control complexity, which results in an increased error rate.

A linear minimum mean square error (MMSE) detection
is of lower cost, and it has demonstrated good performance
for massive MIMO systems [2]–[4], [14], especially for large
loading ratio (Nr/Nt ) and a favorable independent identically
distributed (i.i.d.) Rayleigh fading channel. However, linear
MMSE detection requires matrix inversion, and the complexity
of matrix inversion grows cubically with the number of user
terminals, i.e., O(N3

t ). Inversion of large matrices, e.g., 8 × 8
or larger, creates a performance bottleneck and requires a large
silicon area, leading to an inefficient implementation. Hence,
recent work has looked into approximate or implicit matrix
inversion to cut the overhead of large matrix inversion while
achieving near-MMSE error rate performance, such as Gauss–
Seidel (GS) [15], [16], conjugate gradient (CG) [17]–[19],
Richardson (RI) [20], and successive over-relaxation (SOR)
[21]. Similarly, K -term Neumann series approximation
(NSA)-based detection [22], [23] can reduce complexity to
O(N2

t ) when K ≤ 2, but they sacrifice more than 2-dB SNR
compared to a linear MMSE detection when Nt ≥ 8.

Recently, iterative message-passing detections (MPDs) [24],
[25] have emerged. In particular, the channel hardening-
exploiting message passing (CHEMP) detection [25] does
not require the costly matrix inversion, and it provides an
improved error rate than a linear MMSE detection, achieving
near-optimal detection in flat Rayleigh fading channels. As the
MIMO channel becomes more correlated, it is observed that
MPD starts to diverge. To deal with correlated channels,
recent works, such as expectation propagation detection (EPD)
[26] and large-MIMO approximate message passing (LAMA)
detection [27], can achieve a good error rate at a cost of
higher complexity, higher energy consumption, and slower
throughput.

Fig. 2 shows uncoded bit error rate (BER) simulation of
different MIMO detections under different channels. For a flat
Rayleigh fading channel, MPD and EPD can approach the
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Fig. 1. Top-level block diagram of an Nr × Nt uplink massive MIMO base
station with an MPD detector.

Fig. 2. Uncoded BER of 128 × 32.64-QAM uplink MIMO detections
using RI [20], GS [16], CG [18], linear MMSE, expectation propagation
detection (EPD) [26], MPD [25], and SIMO lower bound in three channels.
(a) i.i.d. Rayleigh fading (uncorrelated), (b) Winner-II urban macro (lightly
correlated) with UCA128 of 50-cm radius and a max layout range of 200 m,
and (c) Winner-II urban macro (correlated) with UCA128 of 40-cm radius
and a max layout range of 100 m.

SIMO lower bound, while other detection algorithms, i.e., RI,
CG, and GS, can only converge to the linear MMSE result,
as shown in Fig. 2(a). To simulate correlation channels, we use
the Winner-II model [28] and set a base station to have a
128 uniform circular antenna (UCA) array to serve 32 single-
antenna users. The base station is located at the center of an
R × R area (where R is the maximum layout range), and
the 32 users are randomly located within the area, moving
at a velocity of 1 m/s. The c2 scenario (urban macro-cell)
with a non-line-of-sight (NLOS) propagation condition is used.
The level of correlation is controlled by the maximum layout
range R and UCA’s radius r . For a correlated channel, where
r = 40 cm and R = 100 m, MPD suffers from an error floor
of 10−2, as shown in Fig. 2(c). In such a scenario, additional
processing resources are required to resolve correlation as in
an elaborate detection, e.g., EPD. The light-weighted MPD
finds its appropriate use case in a dual-mode detection scheme
that captures the efficiency and performance of MPD in uncor-
related channels and the accuracy of EPD in correlated chan-
nels. Moreover, MPD can be used as a pre-processor to pro-
duce the initial starting point for EPD to speed up convergence.

In this article, we present a low-complexity MPD for a
256-QAM massive MIMO uplink system serving 32 users to
demonstrate the unique advantage of MPD in certain channel
environments. This work makes the following contributions:
1) a symbol hardening technique to reduce the implementation
complexity of the sample design by more than 60% compared
to the directly mapped design; 2) a layer-parallel architecture
for MPD to double its throughput per unit silicon area, and

a grouping architecture to further reduce the area; 3) adaptive
precision control to reduce MPD’s power consumption; and
4) a fully functional MPD chip prototype to demonstrate
an average throughput of 2.76 Gb/s (running, on average,
4.92 iterations with early termination) at 221 mW.

The rest of this article is organized as follows. In Section II,
we provide the background of the message-passing detection
algorithm and the complexity analysis. In Sections III and IV,
the algorithm–architecture co-optimization is presented for the
efficient hardware implementation. In Section V, we elaborate
on low-power techniques to improve the energy efficiency of
the MPD detector. Silicon measurement results are presented
in Section VI. Section VII concludes this article.

II. MESSAGE-PASSING DETECTION

In a massive MIMO uplink system illustrated in Fig. 1,
the base station is equipped with Nr antennas serving Nt

single-antenna users at the same time and frequency resources.
In the frequency domain, the received signal per-tone yc can
be modeled as

yc = Hcxc + nc (1)

where xc ∈ CNt ×1 represents the transmitted M-QAM user
symbols, yc ∈ CNr ×1 represents the received symbols, and
nc is an i.i.d. complex Gaussian noise vector, in which
each element is modeled as CN (0, σ 2

n ). The channel matrix
is Hc ∈ CNr ×Nt . Here, an i.i.d. Rayleigh fading channel is
assumed to model rich-scattering environments in urban area.
For a QAM modulated system, (1) is in complex, and it can
be rewritten by separating the real and imaginary parts in real
values[�(yc)

�(yc)

]
=

[�(Hc) −�(Hc)
�(Hc) �(Hc)

][�(xc)
�(xc)

]
+

[�(nc)
�(nc)

]
⇒ y = Hx + n (2)

where �(·) and �(·) denote the real and imaginary parts,
y ∈ R

2Nr ×1, H ∈ R
2Nr ×2Nt , and x ∈ R

2Nt ×1. Note that one
M-QAM symbol is decomposed to two orthogonal

√
M-pulse

amplitude modulation (PAM) symbols: in-phase and quadra-
ture parts. This enables MPD to process the two independent
sets of symbols in parallel.

A. Pre-Processing

Before data detection, the received symbols y are pre-
processed with matched filtering and normalization. Mathe-
matically, the pre-processing is described by

z = Jx + w,

z = HHy
Nr

, J = HHHx
Nr

, w = HHn
Nr

(3)

where z ∈ R
2Nt ×1 represents the pre-processed input to

the detection, J ∈ R2Nt ×2Nt is called the Gramm matrix,
and w ∈ R2Nt ×1 is colored noise with variance σ 2

w . After
the pre-processing, MPD starts the iteration of interference
cancellation and constellation moment matching to improve
the mean and the variance of the estimated symbol x̂ iteration
by iteration. The two processing steps are detailed in the
following.
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B. Interference Cancellation

The pre-processed signal zi (the i th element of z) can be
viewed as the intended symbol xi coupled with interference
from the other transmitted symbols plus noise. To see this, (3)
can be rewritten in the element-wise form

zi = Jii xi + ∑2Nt
j=1, j 	=i Ji j x j + wi . (4)

Let ki be the interference-plus noise of the symbol i

ki =
2Nt∑

j=1, j 	=i

Ji j x j + wi . (5)

When the number of terms, Nt , in (5) is large, as in the case
of a massive MIMO uplink system, ki can be approximated as
a Gaussian random variable, i.e., ki ∼ N (μki , σ

2
ki
), according

to the central limit theorem and independence assumption. Its
mean and variance are calculated by

μki =
2Nt∑

j=1, j 	=i

Ji j E
[
x̂ j

]
, σ 2

ki
=

2Nt∑
j=1, j 	=i

J 2
i j Var

[
x̂ j

] + σ 2
w (6)

where E[x̂ j ] and Var[x̂ j] are the mean and the variance of the
symbol estimate x̂ j . By canceling the interference-plus noise
ki from zi , the mean and the variance of the i th symbol x̂i

can be calculated as follows:
μx̂i = 1

Jii

(
zi − μki

)
, σ 2

x̂i
= 1

J 2
ii

σ 2
ki
. (7)

Note that all the (1/Jii ), (1/J 2
ii ), and J 2

i j terms remain constant
within a channel coherence time interval; therefore, they are
pre-computed and re-used for a stream of data detection. The
interference cancellation for each M-QAM symbol takes 8Nt

real-value multiply–accumulates (MACs).

C. Constellation Moment Matching

The soft symbol estimates obtained from interference can-
cellation (7) are refined in this step by considering the possible
discrete constellation points. The step consists of two sub-
steps.

First, the likelihood of each constellation point is calculated
by sampling the Gaussian approximation of the symbol esti-
mate as

P(x̂i = s) ∝ exp

(
−1

2σ 2
x̂i

(
x̂i − μx̂i

)2

)
(8)

where the in-phase and the quadrature parts are evaluated
separately, and for each part, s ∈ B is a constellation point
in the

√
M-PAM space, i.e., B = {−(

√
M − 1),−(

√
M −

3), . . . ,−1, 1, . . . , (
√

M − 3), (
√

M − 1)}.
Second, after normalized over

√
M constellation points,

the probability P(x̂i = s) is used to refine the symbol estimate
by updating its mean and variance as follows:

E[x̂i ] =
∑
∀s∈B

s P(x̂i = s)

Var[x̂i ] =
∑
∀s∈B

s2 P(x̂i = s) − E[xi ]2. (9)

We refer to this update process as constellation moment
matching, a re-match of the first and second moments

Fig. 3. (a) Constellation matching in exact MPD. (b) Approximate constel-
lation match using two nearest neighbors.

(mean and variance) of the symbol estimate. The updated mean
and variance will be used to calculate the interference-plus
noise shown in (6) for the next MPD iteration.

For an M-QAM constellation, the Gaussian evaluation (8)
and the mean and variance update (9) are done for the in-
phase and the quadrature parts independently. The constel-
lation moment matching takes 2

√
M Gaussian evaluations

and 4
√

M + 2 MACs. Gaussian evaluations are commonly
implemented using table lookups.

D. Message-Passing Implementation

To carry out an MPD iteration, messages are passed between
two types of processing elements (PEs), as shown in Fig. 1
An interference cancellation PE (IPE) collects other symbol
estimates to compute the interference-plus noise and cancels
the interference-plus noise from pre-processed receiver inputs
to obtain the updated symbol estimate, as in (7). The updated
symbol estimate is passed as a message to the constellation
matching PEs (CPEs). In a CPE, the symbol estimate is refined
by considering 2

√
M in-phase and quadrature components

of constellation points and re-matching the given symbol’s
first and second moment, as in (9). The refined symbol
estimate is passed as a message to IPEs. With more iterations,
the accuracy of the symbol estimates is improved.

A complete MPD for a M-QAM massive MIMO uplink
system for Nt users requires Nt IPEs and Nt CPEs. The
complexities of the IPE and CPE are listed in Table I.
To implement a complete 256-QAM 128 × 32 (Nr = 128 and
Nt = 32) massive MIMO uplink system, 32 IPEs and 32 CPEs
are needed. An IPE requires 256 MACs, and a CPE requires
66 MACs and 32 Gaussian evaluations. This setup will be used
as the baseline for comparison.

III. SYMBOL-HARDENING MPD

The exact constellation processing in a CPE requires
exhaustive evaluation of the probabilities of all 2

√
M PAM

symbols, in-phase and quadrature, as in (8), and re-matching
of the mean and the variance using (9). An illustration is shown
in Fig. 3(a).

In this work, we present symbol-hardening MPD to reduce
the complexity by more than a half compared to the exact
implementation. The symbol hardening technique is derived
from the nearest-neighbor approximation, as elaborated in the
following.
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TABLE I

COMPARISON OF EXACT MPD AND APPROXIMATE MPDS

A. Nearest-Neighbor Approximation

Instead of going through 2
√

M symbols in-phase and
quadrature, we choose to process only Nm most likely symbols
(where Nm  √

M) neighboring to the soft symbol estimate
μx̂ . For example, we can choose Nm = 2 most likely symbols,
s1 and s2, and evaluate their probabilities, P(x̂i = s1) and
P(x̂i = s2), as shown in Fig. 3(b). Then, the constellation
processing can be approximated by

E[x̂i ] ≈ s1 P(x̂i = s1) + s2 P(x̂i = s2),

Var[x̂i ] ≈ s2
1 P(x̂i = s1) + s2

2 P(x̂i = s2) − E[xi ]2. (10)

The nearest-neighbor approximation reduces the complexity of
a CPE from O(

√
M) to O(Nm). For the two-nearest-neighbor

approximation, a CPE is reduced to ten MACs and four
Gaussian evaluations, which costs about 7× fewer compute
units than the baseline.

B. Symbol Hardening

With channel hardening and the diagonal dominance of
the Gram matrix [25] in massive MIMO, the variance of
the symbol estimates converges at a fast, nearly but below
exponential pace. This effect allows for aggressively using
Nm = 1 in the nearest-neighbor approximation and bypassing
the Gaussian evaluation and variance calculation entirely. With
Nm = 1, constellation processing is simplified to making
one hard decision on the symbol estimate, i.e., finding the
constellation point that is closest to the symbol estimate. This
is termed symbol hardening

E[x̂i ] ≈ �μx̂i �, Var[x̂i ] ≈ 0 (11)

where �.� denotes the hard decision operation. In implement-
ing the CPE, the hard decision can be simple as bit slicing,
costing no hardware. In this work, we use 256-QAM and 8-b
symbol estimates, so a hard decision can be made by taking
the 5 MSBs of the 8-b symbol estimate. Since variance is
approximated to be 0 with symbol hardening, the variance
calculation in both the CPE and the IPE is eliminated.

The complexity of the exact MPD, the two-nearest-neighbor
approximate MPD, and the symbol-hardening MPD are sum-
marized in Table I. In a symbol-hardening MPD, the CPEs
are transformed to wiring only, and the number of MACs
in IPEs is reduced by half. Compared to the exact MPD,
the symbol-hardening MPD sacrifices less than 0.1 dB in SNR
for a 128×32.256-QAM massive MIMO uplink system based
on the simulation for the i.i.d. Rayleigh fading channel shown
in Fig. 11(a).

C. Soft Outputs Computation

In this work, the symbol-hardening MPD computes hard
symbols. It can also be extended to compute soft outputs for
a coded MIMO system. The approach follows [29], where
the interference variation is approximated by scaling the
maximal value of the non-diagonal elements in J. The scaling
parameter β is optimally determined by the loading factor and
channel properties, as discussed in [29]. The soft outputs can
be derived from the soft symbol calculated by interference
cancellation (8).

IV. ARCHITECTURE AND SCHEDULE OPTIMIZATION

Like the implementation of message-passing decoding of
low-density parity-check (LDPC) codes, there are flooding
and layered scheduling [30] and the corresponding architecture
choices in implementing MPD. In the following, we explore
the scheduling and the architecture choices with the goal of
maximizing throughput at a low area cost.

A. Flooding Schedule and Fully Parallel Architecture

A directly mapped fully parallel architecture consists of a
set of Nt IPEs and a set of Nt CPEs. One IPE (IPEi ) and one
CPE (CPEi ) are dedicated to a user i . IPEi receives messages
from CPE j , j ∈ {0, 1, . . . , Nt − 1} and j 	= i . CPEi receives
message from IPEi only.

In this baseline architecture, the two sets of PEs pass mes-
sages of symbol estimates between each other following the
flooding schedule. In the flooding schedule, all Nt IPEs pass
messages of user estimates to all Nt CPEs. After CPE updates,
the Nt CPEs pass messages of updated user estimates to all Nt

IPEs. This flooding scheduling requires instantiating Nt IPEs
and Nt CPEs (in the symbol-hardening MPD, the CPEs are
wiring only), costing a large number of hardware resources.

For a 256-QAM 128 × 32 massive MIMO uplink system,
a baseline MPD architecture consists of 32 IPEs and 32 CPEs
(wiring only), as shown in Fig. 4(a). All the IPEs and CPEs
work in parallel. The 32 IPEs send messages at the same
time. Even with the symbol hardening approximation, an IPE
uses 4Nt = 128 MACs and has 31 incoming connections
and one outgoing connection receive and send messages. The
entire baseline architecture requires nearly 4k MACs and 1k
connections between the PEs. Assuming 8-b messages, the 1k
connections translate to 8k wires.

The detection throughput of the fully parallel architecture
can reach 32 fclk/Nit symbol/s, where fclk is the clock fre-
quency, Nit is the number of message passing iterations that
typically range from 10 to 20, and one clock cycle per iteration
is assumed. The throughput of the fully parallel architecture
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Fig. 4. MPD architecture optimizations from (a) fully parallel architecture following flooding schedule to (b) layer-parallel architecture, and (c) grouped
layer-parallel architecture with two-stage pipeline schedule shown on the bottom.

is high, but the wiring overhead is also high, resulting in
a large silicon area, low clock frequency, and high power
consumption.

B. Layered Schedule

In LDPC decoding, the flooding schedule requires in each
iteration all check node operations to be completed followed
by all variable node operations, so all variable node messages
of a given iteration are propagated together, and all check
node messages of a given iteration are propagated together.
Using the layered schedule, check node operations can be
done sequentially, and the latest check node messages are
used immediately in variable node operations in the same
iteration to produce updated variable node messages. The
layered schedule allows faster propagation of messages
between variable nodes and check nodes, resulting in a faster
decoding convergence.

We applied a similar concept from layered LDPC decoding
to detection. In the layered schedule, the Nt messages from
the IPEs are divided into Nl layers—only a portion of the
Nt messages are sent and processed at a time. Each layer
of processing updates the partial interference contributed by
the users in the layer. Right after a layer is done, the updated
symbol estimates are used in the same iteration for interference
cancellation of the next layer. This is called intra-iteration
forwarding.

In comparison, the layer schedule has two advantages over
the flooding schedule.

1) The layer-by-layer processing allows updated user esti-
mates to propagate immediately within the current iter-
ation without having to wait until the next iteration,
resulting in faster convergence by nearly 2× com-
pared to the flooding schedule, as shown in Fig 11(a).
The symbol-hardening MPD with layered scheduling
(Nl = 4) requires only seven iterations to achieve nearly
the same BER performance as the MPD with a flooding
schedule running 13 iterations.

2) Since only a portion of the messages are sent and
processed, fewer IPEs are needed, and these IPEs can
be time-multiplexed between layers, requiring approxi-
mately Nl times less hardware.

C. Layer-Parallel Architecture

With layered scheduling, we can divide the fully par-
allel architecture into layers for processing. For example,
the 32 users can be divided into four layers with eight users per
layer (Nl = 4). Since only 1/4 of the users are processed per
layer, the IPE can be reduced to having 1/4 as many MACs.
We call these “marginal” IPEs. A marginal IPE contains
only 32 MACs. The layer-parallel MPD architecture is shown
in Fig. 4(b). It contains 1k MACs.

The interference cancellation is done layer by layer. In one
layer processing, all 32 marginal IPEs compute the partial sum
of the interference plus noise from the eight users in the layer
and subtract the partial sum. After a layer is done, the updated
symbol estimates are used in the next layer of processing.

Since each iteration is divided into four layers, the through-
put is reduced by a factor of 4 to 8 fclk/Nit symbol/s, where
one clock cycle per layer is assumed. However, as noted
previously, layered processing requires half as many iterations
to converge, so the throughput is reduced by a factor of 2
only. Considering that the layer-parallel MPD architecture uses
approximately 1/4 the number of MACs, the throughput per
unit silicon area can be doubled.

D. Grouped Layer-Parallel Architecture

To reduce the area further, we can halve the number of
marginal IPEs and time-multiplex their use between two
groups of users over two clock cycles. In each cycle, only one
group, i.e., half of the users, computes the partial interference
and performs the cancellation. The two groups interleave and
share the same IPE hardware.

As illustrated in Fig. 4(c), the marginal IPEs are grouped
into group-A and group-B. Group-A contains the even
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Fig. 5. Block diagram of four-group four-layer MPD design using 16 IPEs
and 16 CPEs.

layers 2 and 4, and group-B contains the odd layers 1 and 3.
Each layer processing is divided into two substeps, taking
one clock cycle per substep. In cycle 1, group-A marginal
IPEs compute the partial interference from the users in layer
1 and perform the interference cancellation. In cycle 2, group-
B marginal IPEs compute the interference from the users
in layer 1 and perform the interference cancellation. Also,
in cycle 2, group-A user estimates are updated by hardening
the latest symbol estimates from group-A marginal IPEs. The
interleaving between group-A and group-B avoids pipeline
stalls, as shown in Fig. 4(c).

The interleaving between the two groups of IPEs reduces the
number of marginal IPEs by half to 16. Since each marginal
IPE contains 32 MACs, the entire grouped layer-parallel
architecture contains 512 MACs. The complete architecture
is shown in Fig. 5. Since each iteration is twice as long as the
layer-parallel architecture, the throughput is reduced by 2 to
4 fclk/Nit symbol/s. Considering that the grouped layer-parallel
architecture uses half as many MACs as the layer-parallel
architecture, the throughput per unit silicon area remains the
same. The grouped layer-parallel architecture offers a way to
scale down the silicon area when the number of users Nt

grows.
In the implementation, the input Gram matrix is quantized to

12 b, match-filtered output to 13 b, and the partial interference
to 12 b, without deteriorating the error rate performance
more than 0.5 dB. The most compute intense block is the
interference calculation block in each IPE that performs a
32-wide inner product. The critical paths are dominated by
the 12 b×4 b multiplications and accumulations. We optimized
the pipeline depth and targeted 425 MHz clock frequency to
balance the throughput and power under the area constraints.

Based on place-and-route results, the architectural opti-
mization from the baseline [see Fig. 13(a)] to the grouped
layer-parallel [see Fig. 13(c)] architecture reduces the silicon
area and power by 4.24× and 2.84×, respectively, at a cost
of 2.41× lower throughput.

V. POWER REDUCTION TECHNIQUES

The MPD implementation’s datapath power is dominated by
the 512 MACs, especially the multipliers. To reduce the power

Fig. 6. Convergence of user symbol estimate μx̂i with MPD iterations. The
switching from low-precision mode to full-precision mode is set to five MPD
iterations in this an example.

consumption, we exploit some unique features of iterative
MPD processing. First, being iterative, early termination can
be applied to stop processing when convergence criteria are
met. Second, the convergence behavior allows the processing
to be adapted from early to late iterations.

A. Adaptive Precision Control

In early iterations, the user symbol estimates are noisy
and unstable, and the detector makes coarse symbol esti-
mates, i.e., the symbol updates result in large jumps from
one constellation point to another. As iteration progresses,
the symbol estimates gradually become more stable, and
the detector makes fine-tuning of the symbol estimates. The
symbol updates result in small movements near the estimates
from the previous iteration. An example of the convergence
behavior is illustrated in Fig. 6.

This convergence behavior suggests that the MPD needs
only low-precision multiplications in early iterations and
full-precision multiplications in late iterations. Therefore,
we design the multipliers to support two precision modes: a
full-precision mode that supports 12 b × 4 b multiplication
and a low-precision mode with the LSBs disabled to support
6 b × 2 b multiplication, as shown in Fig. 7. Compared to the
full-precision mode, the low-precision mode saves 75% of the
switching activity and dynamic power. The precision switching
time is designed to be fine-grained. Detection starts in the low-
precision mode. After Nprec cycles, the full-precision mode is
switched ON. When to switch ON the full-precision mode can
affect the BER performance. It is left as a knob that can be
set depending on the performance requirement.

B. Clock Gating and Early Termination

Registers are used in the MPD test chip design as data
memory to support the wide access required by the parallel
architecture. The memory access is deterministic and regular,
as shown in Fig. 8, e.g., the 3-Kb marginal IPE memory
(M MEM) is only updated once every eight cycles, and the
512-b symbol estimate memory (X MEM) is updated once
every two cycles. Therefore, we implement a simple clock
gating controller to follow the deterministic timing to turn
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Fig. 7. Multiplier with full-precision and low-precision modes.

Fig. 8. Register power breakdown and activities.

Fig. 9. Implementation of convergence detector and early termination.

off the clock input when the memory is not updated to save
dynamic power. The lower the activity, the more the power
savings.

In designing the MPD, we add a convergence detector,
as shown in Fig. 9, to check if the estimate of a symbol in
the current iteration matches the estimate from the previous
iteration. If they match, the counter increases. When a symbol
estimate remains the same over Nconv cycles, we consider
that the symbol has converged. If all the symbols in a frame
have converged, we consider that the detection converges,
and the detection iteration can be early terminated. The
value of Nconv can be optimally chosen to have a preferable
tradeoff between BER performance and power saving from
the early termination. The convergence detector is imple-
mented next to the symbol estimate memory (X MEM) by
an early termination controller that checks the convergence
for each symbol. Early termination can be used to improve
throughput or reduce power consumption or both. When used
for improving throughput, input and output buffers and a
controller are needed to accommodate the varying decoding
latency and keep it transparent from the user.

VI. CHIP MEASUREMENT RESULTS AND COMPARISON

A prototype of the grouped layer-parallel MPD architecture
for a 256-QAM 128 × 32 massive MIMO uplink system
was designed and fabricated in 40-nm CMOS technology.
The microphotograph is shown in Fig. 10 (left). The chip
includes a 0.58-mm2 detector core, a PLL to provide the
clock, and a test block with memories and scan chains for

Fig. 10. Left: microphotograph of the 40-nm MPD test chip containing
a detector core, a PLL, and a testing block. Right: area breakdown of the
detector core.

storing test vectors and off-chip communication. The PLL is
a hard IP that provides a low-jitter and high-frequency on-
chip clock for the MPD chip. The PLL enables a reliable on-
chip clock source and convenient frequency tuning for chip
measurement at a range of clock frequencies. In the detector
core, the partial interference calculation block dominates the
core area, as shown in Fig. 10 (right). It contains costly
multipliers and creates wire congestion hotspots, which leads
to a 74% of the core area consumption.

In our testing setup, we generated the 12-b Gram matrix
and the 13-b match-filtered data input offline for different
channel realizations, SNRs, and modulation sizes. We assumed
OFDM and used a flat Rayleigh fading model to produce
the channel and Gram matrix. Input vectors were based on
the channel model and match-filtered offline. The values were
quantized and fed to the MPD chip through a scan interface.
A batch of inputs following the same channel parameters
and SNR was generated at a time and loaded on-chip for
one batch of continuously testing. The chip was measured
to run at a maximum frequency of 425 MHz at the nominal
supply voltage of 0.9 V in room temperature (about 20 ◦C),
dissipating 220.6 mW.

A. Chip Measurement Results

Fig. 11 shows the bit-true error rate plot of the SIMO lower
bound, linear MMSE, the original floating-point MPD, and
the fixed-point symbol-hardening MPD incorporating layered
schedule, early termination, and adaptive precision control. For
the i.i.d. Rayleigh fading channel shown in Fig. 11(a), we set
the maximum iteration Niter = 7, the convergence threshold
for early termination Nconv = 5, and the adaptive precision
threshold Nprec = 10. The result shows that our MPD chip
incurs only about 0.5-dB SNR loss at BER < 10−4 compared
to the original floating-point MPD [25]. For the Winner-II
channel shown in Fig. 11(b), the MPD chip adopting symbol
hardening (Nm = 1) has worse performance than MMSE. The
MPD performance can be partially recovered by adjusting Nm

to 2 or higher at a proportionally higher implementation cost
over the symbol-hardening MPD.

Fig. 12 shows the average throughput in Gb/s and energy
in pJ/b with voltage and frequency scaling from the nominal
supply of 0.9 V to the minimum supply of 0.55 V. Here,
the throughput and energy are measured and averaged over the
test vectors. With early termination enabled on-chip, detection
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Fig. 11. Uncoded BER of 128 × 32.256-QAM MIMO detections (a) for
i.i.d. Rayleigh fading channel using linear MMSE (black), original MPD [25]
(green), and symbol-hardening MPD with layer schedule, early termination,
and adaptive precision control (red) and (b) for Winner-II channel (urban
macro-cell) with the max layout range of 200 m and the UCA128 radius
of 50 cm. The performance loss of symbol hardening (red) can be partially
recovered by using Nm = 2 (gray) at a higher implementation cost.

converges in 5.7, 5.2, and 4.9 iterations on average at an
SNR of 23, 25, and 27 dB, respectively. In general, fewer
iterations are needed to reach convergence at a higher SNR.
Also, at a higher SNR, the symbol estimates are less noisy
and stable, which allows the use of low-precision processing
to reduce energy consumption. The MPD chip achieves the
peak throughput of 2.76 Gb/s, while consuming 79.8 pJ/b.

Fig. 13 shows our MPD chip area, power, throughput,
and energy compared to the other architectures presented in
Section III. From the fully parallel architecture [see Fig. 13(a)]
to the four-layer two-group architecture [see Fig. 13(c)],
the area and power are reduced by 4.24× and 2.83×, while
the throughput is reduced by 2.41×. However, by adopting
layered message-passing scheduling and early termination, our
MPD detector [see Fig. 13(d)] converges 2× faster and is
terminated early to recoup the throughput loss. Moreover,
by incorporating power reduction techniques presented in
Section V, the MPD chip achieves a 13.3% power reduction,
a 51.6% throughput increase, and a 43.1% energy efficiency
improvement compared to the baseline [see Fig. 13(c)].

The measured power-saving improvement is summarized
in Table II. The clock gating combined with adaptive precision
control saves 6.7% of the total power. By enabling the early
termination, redundant switching activities are eliminated,
reducing the power consumption further by 13.3%.

B. Comparison to Prior Arts

The results are compared with state-of-the-art MIMO detec-
tor chips in Table III. Here, we also include the MPD chip’s
throughput and area efficiency with and without the early
termination to have a fair comparison with other works. Most
of the previous approaches, including sphere decoding [11]
and MMSE [19], [31], only support up to eight users. These
designs are unsuitable for massive MIMO systems because
their implementation cost does not scale as the number of

Fig. 12. Measured average throughput (red lines) and average energy (black
lines) with voltage scaling at different SNR levels.

TABLE II

POWER SAVINGS OF PROPOSED TECHNIQUES

users grows. Note that a linear MMSE detector only needs to
perform matrix inversion once in every coherence time. The
complexity of the matrix inversion part of a linear MMSE
detector is dominant, i.e., O(N3

t ), while the filtering part
is O(N2

t ). The coherence time needs to be long enough to
amortize the cost of the matrix inversion to make it more
competitive than an MPD dectector, which does not require
matrix inversion.

Compared to the 28-nm 256-QAM 128 × 8 uplink detector
[31] and the 65-nm 64-QAM 128×8 uplink detector [19], our
40-nm MPD chip supports a much larger 256-QAM 128 × 32
configuration while providing 1.3×–6.4× higher throughput
and 3.0×–8.7× better energy (measured in pJ/b/TX antenna).
In [29], the 40-nm MPD chip demonstrates a higher through-
put and a better energy efficiency, but it is done by limiting the
maximum number of iterations to 2, and it supports only eight
users and a QPSK modulation. To support more users and
a higher-order modulation, more computation and iterations
are needed, which will necessarily lower the throughput and
worsen the energy efficiency.

The 28-nm LAMA detector [27] supports 32 users, but it
incurs a higher complexity. The throughput of the 28-nm chip
is 5.5× lower, and the energy is 5.3× worse compared to our
40-nm chip even without technology normalization. Compared
to EPD [26], MPD avoids matrix inversion and has lower
complexity. Therefore, EPD is much more compute-intensive
than MPD. As a result, it only supports at most 16 users, and
in comparison, the MPD chips support twice as many users.
Although the EPD chip was designed in a more advanced
28-nm technology, the silicon area is significantly larger, and
the throughput is lower. Without technology normalization,
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Fig. 13. Design optimization steps. (a) and (b) Place-and-route results. (c) and (d) Measured results. Improvement of (d) is attributed to adaptive precision
control, clock gating, and early termination.

TABLE III

COMPARISON OF STATE-OF-THE-ART MIMO DETECTOR DESIGNS

the energy efficiency of the 28-nm EPD chip is 70 pJ/b, which
is only 1.14× smaller than this 40-nm MPD chip, and supports
half as many users. The EPD chip has an area efficiency of
only 0.95 Gb/s/mm2; while the MPD chip is 3.34 Gb/s/mm2,
which is 3.7× higher.

As the simulation results in Fig. 2 show, MPD diverges
in correlated channels. The main advantages of MPD are its
high throughput, low power, small area, and superior energy
efficiency. However, MPD’s use is limited to uncorrelated
channels. For correlated channels, EPD [26] and LAMA [27]
would be more suitable. This result highlights the need for
a dual-mode detection scheme depending on the channels:
MPD for uncorrelated channels to achieve more efficient,
high-performance detection; and EPD for correlated channels,
which costs higher energy and lower throughput. We also
propose MPD to be used as a pre-processor to produce
the initial starting point for an elaborate detection, such as
EPD, or search-based detection to speed up convergence.

VII. CONCLUSION

We demonstrate a 0.58-mm2 MPD test chip for a 256-QAM
128 × 32 massive MIMO uplink detector. With the proposed

symbol hardening approximation, the complexity is reduced by
more than 60%. The detector implements a pipelined grouped
layer-parallel architecture using a layered schedule to acceler-
ate convergence, enabling an average throughput of 2.76 Gb/s
(running, on average, 4.92 iterations with early termination)
at 220.6 mW. The chip incorporates adaptive precision control
and clock gating to improve energy efficiency further by up to
43%. Compared to the state-of-the-art 28-nm massive MIMO
uplink detector, this design provides 1.7× higher energy
efficiency per TX antenna and 3.7× higher area efficiency.
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