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Abstract— A 0.88 mm? 65-nm analog-to-digital
converter (ADC)-based serial link transceiver is designed
with a maximum-likelihood sequence detector (MLSD) for
robust equalization. The MLSD is optimized in a pipelined
look-ahead architecture to reach 10 Gb/s at 5.8 pJ/b and
5 Gb/s at 3.9 pJ/b, making it practical for an energy-efficient
ADC-based serial link. Compared with linear equalizer and
decision feedback equalizer, the MLSD provides extra margin
to accommodate timing offsets, ADC nonlinearities, and voltage
noise, which is exploited by co-designing the analog front-end
to reduce its power and area. We present a 2x-oversampled
and 2-way interleaved 5 b stochastic flash ADC architecture.
No front-end analog equalizer, buffer or sample, and hold
amplifier are needed. Tested with a 45-cm FR-4 trace, the serial
link transceiver achieves 5 Gb/s at a bit error rate below 10~11
with a 7% UI margin without any analog front-end equalization,
consuming 54.5 mW in receiver and 16.2 mW in transmitter.

Index Terms— ML detection, Viterbi detector, equalizer, serial
link.

I. INTRODUCTION

HE growing need for data bandwidth is driving the speed
requirements of serial peripheral, serial chip-to-chip and
serial back-plane communication. State-of-the-art serial link
designs are complicated by challenging channel conditions as
well as by the non-idealities of deep-submicron analog front-
end (AFE) circuits, which are exacerbated at high data rates.
Equalizers are commonly used to compensate for
severe channel attenuation and to remove inter-symbol
interference (ISI) [1]-[5]. However, the benefits of conven-
tional feed-forward equalizers (FFE) and continuous-time
linear equalizers (CTLE) are limited as these amplify noise
and degrade the SNR. Decision feedback equalizers (DFE)
do not amplify noise, but discard the information stored in
pre-cursors and post-cursors from the main cursor leading to
suboptimal detection. DFE’s hard decision making also results
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in a loss in soft information and error propagation, causing
performance degradation especially when used in conjunction
with forward error correction.

MLSD is known as the optimal equalizer for an ISI channel
that is subject to Gaussian noise [6]. MLSD makes decisions
based on a sequence of symbols and their ISI-induced corre-
lations, rather than symbol-by-symbol decisions. Therefore it
suppresses failures due to error accumulation and propagation,
which hurt conventional DFEs. Moreover, a MLSD does not
enhance noise as conventional FFE and CTLE do, and this
permits a degraded input SNR, thereby accommodating ran-
dom noise and random-data-modulated impairments incurred
by the AFE.

In various applications requiring detection of digital
sequences distorted in a band-limited communication chan-
nel or storage media, MLSD has been widely applied to
provide low error rate while meeting constrained latency
and complexity requirements [7]-[12]. In [7] and [8],
a simplified version of MLSD was implemented and ver-
ified on an emulated channel targeting 100Gb/s Ethernet.
Kermani et al. [9] argued that MLSD is also practical
for 5-10Gb/s links as it offers a competitive error rate at a
reasonable cost of implementation. MLSD and its variants
have also been widely present in recent solutions for wire-
less communications and magnetic storage, e.g., [10]-[12].
However, conventional multi-Gb/s MLSDs consume on the
order of 100pJ/b [13]-[17], therefore they have not been
reported for use in high-speed electrical serial links.

In this work, we design a new high-speed MLSD archi-
tecture for serial links that uses a pipelined look-ahead
approach. The new architecture enables sub-10pJ/b optimal
equalization. The MLSD is integrated in a high-speed serial
link transceiver. The deployment of a full MLSD equalizer
enables a low-power design of the AFE to take advantage of
the extra error margin by trading off accuracy for a lower
cost of power and area. We implement a 5b stochastic flash
analog-to-digital converter (ADC) that reduces both area and
power. An efficient digital clock and timing recovery (CDR)
loop is also designed, including a PLL, a Mueller-Muller
phase detector (MMPD) and a 32-code phase interpolater.
Our key contributions include an efficient, high-speed MLSD
architecture inspired by [18], and the utilization of the extra
SNR margin provided by MLSD to tolerate AFE impairments.

The rest of the paper is organized as follows. We first
provide a brief overview of the mathematical background of
Viterbi algorithm for MLSD in Section II. The serial nature
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of the Viterbi algorithm makes it challenging to design a
high-throughput MLSD. We present a reformulation of the
Viterbi algorithm in Section III, based on which efficient
and high-throughput look-ahead MLSD can be designed for
serial links. A low-power stochastic ADC-based AFE, pre-
sented in Section IV, takes advantage of the extra margin
provided by MLSD to reduce the AFE cost. The MLSD and
the AFE are integrated in a prototype 5Gb/s 65nm serial
link transceiver. The design of the transceiver and the test
chip measurements are summarized in Section V before the
conclusion of this paper.

II. MLSD EQUALIZATION THEORY

Channel distortion places bandwidth limitations that show
up as ISI in time domain. With linearity assumptions, which
generally holds for channels consisting of passive components,
one commonly models the channel as (1) [19].

o0
yi = Z xjxhi—j +n;, (D

j=—00

where y is the observed channel output at the i-th time step
from the ADC, x is the modulated transmitter output, i.e., +1’s
and —1’s in the binary case, h is the sampled channel response
to a single pulse [20] and n is the sampled noise process,
usually assumed to be Gaussian. A widely accepted optimal
detection technique is MLSD [6] that directly minimizes the
probability of error. The MLSD under Gaussian noise and
binary transmission assumption takes the form shown in (2).

o0
X = argmin Z (yi —
xe{+1,-1}"

> xjxhij)? 2)
j=—00

i=—00

The above estimation essentially minimizes the Euclidean
distance between the hypothetical channel response and the
actual observation from the ADC. The limits of both sums
become finite in reality where both the block length, N, and
the channel response length become finite or approximately
finite. Direct brute force search for a solution to (2) would
take prohibitive computation cost, on the order of 2N where
N is the block length.

A. MLSD and the Shortest-Path Problem

Observing that the channel model can be depicted with a
trellis diagram with a fixed and finite number of states and
all candidate sequences can be represented as a path through
the trellis, the Viterbi algorithm offers a substantially simpler
solution that only scales linearly with N.

Fig. 1(a) shows an example single-pulse response for a
3-tap channel with one main cursor tap and two post-cursor
taps. The constraint length v, is defined as the length of
channel memory, e.g., in this case v = 3. For a channel of
constraint length o, the channel response at a given time point
depends on the current bit and also the » — 1 bits that are
transmitted immediately prior to this time point. For example,
the two post-cursor taps shown in Fig. 1(a) indicate that the
channel response at a given time point depends on not only
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Fig. 1. Pulse response and its representation in a trellis diagram.
(a) Example of sampled pulse response of the channel. (b) Corresponding
trellis diagram.

the bit transmitted at the time point, but also on the two bits
transmitted immediately prior to this time point.

In binary signaling applications, there are 2°~! possible
combinations of the post-cursor bits. In a trellis representation,
each combination forms a state. Fig. 1(b) shows the 4-state
trellis diagram corresponding to the 3-tap channel, with the
state number labeled on the left and the time steps on top.
Note that because of the binary nature of the input data, only
two transitions from each state are possible. The temporal
adjacency between the bits enforces that every bit sequence
corresponds to a state sequence through the trellis, and there
exists an explicit one-to-one mapping between the two repre-
sentations as in Def. 1.

Definition I (State Sequence): For any binary stream X,
x; € {—1, +1}, modulated on to an ISI channel of constraint
length v, one can define a corresponding state sequence S,
where S; € {—1,+1}>"! is the state at time step i and
defined as

Si = Xi, Xi— 1, .o, Xi—p42)- (3)

Note that we assume both sequences are infinitely long at
this point for simplicity in indexing. The state at each time step
consists of v —1 elements due to channel memory as explained
previously. A one-to-one mapping can be easily established in
the finite case between S and x with the forward mapping
defined as in (3) and the inverse defined as

x; =S;[1], x-1=S;[1],..., 4)

i.e., X; as the first element of S;, x;_1 as the first element of
Si_1, etc.

With the state sequence defined, detection of the transmitted
bit sequence x can be equivalently solved as detection of a
state sequence S, or a sequence of state transitions. A trellis
diagram can thus be described as a graphical representation of
all possible state sequences, including the one corresponding
to the transmitted sequence. A cost to each state transition,
usually referred to as the branch metric, is defined in Def. 2.

Definition 2 (Branch Metric): For a state transition at
time step i, corresponding to the transition from S; =
(Xir Xi—15 s Xi—p+2) 10 Sip1 = (Xit1,Xi5 oo Xi—p43)s
a branch metric y (S;, Si+1) is defined as

(e.¢]
y Si,Sivt) = (yis1 — D, Xjxhip1 )%, ®)

j=—00
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which is essentially a term in the summation in (2). There-
fore the maximum likelihood (ML) optimization (2) can be
rewritten as
o
2 = argmin > 7SS,

i=—00

(6)

Observing that each possible state sequence S is also a
path on the trellis diagram, and (6) reduces the original ML
problem (2) to finding the shortest path on the trellis diagram,
with the “length” of each step of the path defined as the
branch metric on each state transition. The Viterbi algorithm
is an efficient way of solving such optimization by utilizing
concepts from dynamical programming.

B. Viterbi Algorithm Formulation

There are two principles underlying the operation of the
Viterbi algorithm, namely, the Principle of Optimality and
the Principle of Path Convergence. To use the Principle of
Optimality we need to define path metric, PM; 7, as the lowest
cost of the state sequence that leads to state 7 at the time
step i, where T is one of 20~ ingtantiations of S;.

i
PM; 1 = min Z ? (Sk—1, Si).

k=—o00

)

Direct computation of the path metrics is costly and is
almost equivalent to the original ML problem. Given the path
metric definition, the Principle of Optimality, as stated in
Theorem 1, can be applied to significantly simplify the path
metrics computation.

Theorem 1 (Principle of Optimality): In the shortest path
problem outlined in the previous section, suppose two paths
represented by state sequences S and S’ intersect at some state
T at time step i, ie., S; =S, =T. If

PMi_1s,_, +7Si-1,T) < PMi_1 g, , +ySi-1,T) (8

then S’ cannot be the sequence corresponding to the shortest
path.

Theorem (Thm). 1 indicates that if we have the path metrics
PM;_1s, ,, at time step i — 1, the path metrics for the next
time step, PM;s, can be recursively computed utilizing an
add-compare-select (ACS) operation, i.e., compute PM;_; s, ,
+ y(S;i—1,S;) for all possible transitions from S;_; to S;
and select the shortest as PM; s,. The Principle of Optimality
enables the finding of the ML solution in linear time, needing
only an initial set of path metrics to start with.

The Principle of Path Convergence is an empirical obser-
vation that enables further simplifications of VLSI implemen-
tations [15]. The Principle of Path Convergence states that if
we place redundant training vectors of length equal to roughly
6 times the constraint length, v, both at the beginning and at
the end of each detection frame, and start ACS operation at
the beginning of the leading training vector and decode by
tracing back from the end of the trailing training vector, then
the decoded output has high probability of converging to the
ML solution. Classical Viterbi detectors have all relied on this
principle [15].
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III. HIGH-THROUGHPUT MLSD ARCHITECTURE
FOR SERIAL LINKS

One significant limitation on high throughput implemen-
tations of Viterbi algorithm is the highly serial nature of
the algorithm, so that streams of bits have to be processed
one by one. The sliding block architecture [14], [15] has
been a popular approach to speeding up the design. However,
it suffers from a pre-training overhead of about 6o on each
side. The overhead also includes both a widened deserializer
block and deep skew buffers.

A. Matrix Formulation of Viterbi Algorithm

To arrive at a more efficient high-throughput architecture,
we look at the matrix formulation of the Viterbi algorithm [18].
From the trellis diagram, we can define a 20—l % 1 cost vector
C; by grouping the path metrics of all the 2°~! states at time
step i of the trellis. For the edges between time step i — 1 and
i we can define a 2°~! x 2°~! transition matrix M;.

To facilitate the mathematic formulation we also define
operations B and X, both on real numbers as in Def. 3.

Definition 3 (Add and Multiply Operations): On the real
numbers, a, b € R, a pair of add and multiply operations can
be defined as

aBb = min(a,b) (Add)
alXb=a+b (Multiply).

©)
(10)

It can be shown that the set of real numbers together with
these two operations form a semi-ring [18], which essentially
justifies the use of basic matrix manipulations. Now with all
these concepts defined it can be easily shown that the ACS
operations can be seen as

C =MC;. (11)

The original Viterbi algorithm can be understood as simply
starting with an initial cost vector and sequentially multiplying
the transition matrices with the cost vector. One can invoke the
associative law to group the product of the transition matrices
and rewrite (11) as

N

Cn :( H Mi)CO,

i=—00

12)

where Cy is the initial condition for the path metrics.

Since the ACS operations are equivalent to the matrix-
vector multiplication based on the foregoing discussion, a gen-
eralized ACS operation is equivalent to the matrix-matrix
multiplication.

Theorem 2 (Generalized Principle of Optimality): Suppose
two state sequences S and S’ intersects at two states, T at
time step i and U at time step j, i.e., S; = S; = T, and
S; = S/j = U, and assuming i < j without loss of generality.
If

j—1 Jj—1
D 7SSk < Dy (S S'k) (13)
k=i k=i

then S” cannot be the ML solution sequence.
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Fig. 2.

The matrix-matrix multiplication used in (12) is just a
result of the direct application of Thm. 2. This principle can
be viewed as a generalization of the Principle of Optimality
discussed previously as well as a reformulation of the matrix
form of the Viterbi algorithm in (12). In the following section,
we discuss our implementation based on the Generalized
Principle of Optimality.

B. Efficient and High-Throughput MLSD Architecture

A serial MLSD architecture based on (11) is illustrated
in Fig. 2a. This architecture computes path metrics C;
M;C;_1, one stage at a time. Due to the recursive nature of
the computation, i.e., each stage requiring the path metrics
from the previous stage, the latency of the serial architecture is
O(N). Since M; is a 2°~ ! %22~ matrix and C;_; isa2°~! x 1
vector, one stage of this architecture requires 2°~! ACS units.
One major drawback of the conventional serial architecture is
that it is impossible to apply look-ahead to this architecture to
speed up the computation. The path metrics must be computed
one stage at a time due to data dependency, which severely
limits the throughput of this architecture.

A popular approach to breaking the throughput bottleneck of
the serial architecture while still using (11) is shown in Fig. 2b.
By dividing data into blocks and concatenating training frames

(©)

MLSD architectures: (a) serial architecture; (b) sliding block architecture; and (c) pipelined look-ahead architecture.

at the beginning and end of each block, the data dependency
between blocks becomes approximately negligible. Thus the
data processing can be highly parallelized or deeply pipelined
to speed up the operation [15]. However, the sliding block
architecture requires a long pre-training frame on each side,
and it can become an exessive overhead. In the example shown
in Fig. 2b with a constraint length of v = 3, 36 training stages
are required in total to decode a block.

Inspired by the aforementioned matrix formulation of the
Viterbi algorithm [18], we propose an alternative serial MLSD
architecture based on (12) to overcome the deficiencies of
the serial architecture and the sliding block architecture. This
architecture “combines” transition matrices, M; M, 1, one pair
at a time. Compared to the conventional serial architecture
that performs one matrix-vector multiplication at a time,
the alternative serial architecture performs one matrix-matrix
multiplication at a time, which is more expensive. The transi-
tion matrices are 2°~! x 2°=! o a stage of this architecture
requires 22(°~1 ACS units. A key feature of this alternative
serial architecture is that it can proceed without requiring the
path metrics, eliminating data dependency.

The lack of data dependency makes it possible to apply
look-ahead by combining transition matrices through par-
allel or pipeline approaches. The combining of transition
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matrices can be done independently without waiting for path
metrics, enabling a significant improvement in throughput.
A P-stage pipelined or P-stage-parallel implementation of this
look-ahead architecture is capable of combining P transition
matrices in every clock cycle after an initial latency of P
clock cycles for the pipelined implementation or log, P for the
parallel implementation. A 10-stage look-ahead architecture
is illustrated in Fig. 2c. An important difference between the
look-ahead architecture and the sliding block architecture is
that no pre-training frames are needed for the look-ahead
architecture, resulting in a much lower hardware complexity
and thus a much higher efficiency. At our design point, with
P = 10, the pipelined look-ahead approach saves about 20%
on the number of ACS, and 90% on the skew buffering, and
thus resulting in much higher energy efficiency.

Comparing the pipeline and parallel implementation options
of the look-ahead architecture, the parallel look-ahead archi-
tecture has a lower latency if P is relatively large, but it
also requires P to be a power of 2 to fit an ideal binary-
tree structure. The pipelined look-ahead architecture incurs a
higher latency but it imposes no requirements on P.

For a multi-GSample/s (GS/s) serial link application, it is
only feasible for the digital equalizer to run at a fraction of
the sample rate. A P-stage pipelined or P-stage parallel look-
ahead MLSD is capable of combining P stages of transitions
matrices in one clock cycle, allowing the digital equalizer to
run at a clock frequency that is 1/P of the sample rate. For
flexiblity in choosing P and not being bound by the power
of 2 requirement, we use a pipelined look-ahead architecture
in implementing the MLSD.

C. MLSD Implementation for Serial Links

The design of the MLSD is a tradeoff between robustness
and complexity. A detector with more taps, i.e., v, offers a
wider timing margin, but the complexity of the MLSD scales
exponentially with v as discussed in the previous section. Our
simulation shows that a 4-tap MLSD running at 5Gb/s provides
a 24ps timing margin at 1073 bit error rate (BER) on a channel
with 21dB loss at Nyquist rate; and a 3-tap detector narrows
the margin to 12ps at 10~® BER under the same setup, but
still sufficient for our application. Therefore the 3-tap MLSD
is chosen for our design. The taps of MLSD can also be
reprogrammed or adapted to accommodate different data rates
and loss.

Given a target 5GS/s serial link application, the samples
need to be deserialized to be processed by the MLSD. In a
65nm technology, the digital MSLD can be designed to run
at a 500MHz to 1GHz clock frequency. Given the sampling
rate and the target clock frequency for the MLSD, we choose
P = 10 and design a 10-stage pipelined MLSD as shown
in Fig. 3. In each clock cycle, the MLSD collects a block
of 10 5b samples to compute 10 branch metrics in parallel.The
branch metric calculation is done using a 5b lookup table to
provide the flexibility in optimally programming the branch
metric. In our design, we programmed the lookup table based
on scaled Euclidean distance combined with correction of
the AFE.

2273
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!
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Fig. 3. Pipelined look-ahead MLSD implementation.

The 10-stage pipelined design is further structured in two
5-stage pipeline parts, one part combining transition matrices
forward from stage 1 to 5; and the other part combining
backward from stage 10 to 6. Compared to a standard
10-stage pipelined design, the bi-directional design reduces the
number of skewing buffers. As illustrated in Fig. 3, 10 branch
metrics are fed to two sets of ACS units (one forward and one
backward) to successively compute the transition matrix in a
5-stage pipeline. Forward and backward operations produce
two transition matrices after a latency of 5 clock cycles. A final
combiner combines the two transition matrices and keeps the
survivor path. Each survivor path is buffered and accumulated
for 3 blocks until a path decision is made, which is equivalent
to a 30b trace back in a conventional Viterbi detector.

After an initial latency of 15 cycles, this pipelined look-
ahead architecture is capable to process 10 trellis stages per
clock cycle. Assuming binary signaling, the MLSD outputs
10 bit per clock cycle, i.e., 5Gb/s at a S00MHz clock fre-
quency, or 10Gb/s at 1GHz.

To summarize, we use several methods to improve power
efficiency of the MLSD, as illustrated in Fig. 4. First, mul-
tiplications in calculating branch metrics are replaced by
simple lookup tables with 5b precomputed scaled Euclidean
distances. Second, the pipelined look-ahead architecture elim-
inates redundant training calculations necessitated by fine-
granulated ACS and trace-back blocks in the sliding-block
architecture. Our new approach retains all the confidence
metrics from the past sample blocks instead of relying on
training, and thus conceptually suffers much less from the
well-known edge effects that usually occur in conventional
MLSD designs. A well-known high-speed MLSD design based
on [15] is also shown in Fig. 4 for comparison. To achieve the
same 5Gb/s throughput, our pipelined look-ahead architecture
saves 75% of buffering and computation in ACS, and incurs
75% shorter latency in traceback.

IV. ANALOG FRONTEND IMPLEMENTATION

The robustness of the MLSD facilitates an energy-efficient
AFE architecture, which utilizes an efficient interleaved sto-
chastic flash ADC and a digitally controlled clock recovery
loop. Furthermore, since the MLSD creates more margin for
AFE non-idealities, there is no need for a front-end equal-
izer or input buffer. Our analyses based on [20] show that
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MLSD provides more than 4dB of extra SNR with 10dB loss
at Nyquist rate, which significantly eases both the timing and
offset of the AFE. These approaches all contribute to a higher
power efficiency and a simple AFE design.

A. Stochastic Flash ADC Design

The power, area and input capacitance of the ADCs are
bottlenecks in ADC-based serial-links. In this design, we use
a stochastic flash ADC [21] to keep the power consumption
and input capacitance low compared to conventional flash
ADCs [22], [23]. The 2x-oversampled and 4-way interleaved
ADC shown in Fig. 5 utilizes the random Gaussian input
offset distribution of small comparators to collectively give a
near-uniform distribution of comparator trip voltages across
the input signal range (nominally 200mV differential peak-to-
peak).

Instead of the conventional flash-ADC array of accurate
comparators driven off a power-hungry reference ladder,
we exploit the large, and normally undesired, offsets of small
efficient comparators to set the trip points of the ADC. In our
ADC design, we use StrongArm comparators, which are fast
and give reasonably large random offsets. For the ADC to
cover the full signal range, the comparators are grouped and

g Summed
E 3 Comparator
3 Value
£
S (5b)
)
o
CLK
Summed 5[, ADC
E £
Comparator 3| Code
Values (5b)
(3b)
CLK

Summed Comparator Values (3b)
(b)

Fig. 6. Adder structures used in stochastic ADC. (a) Adder structure for
local summation. (b) Adder structure for final summation.

tied to different coarse reference voltages taken from a low-
power resistor string. This effectively spreads out the individ-
ual random offsets, to evenly distribute the ADC trip points
across the entire signal range. Low threshold voltage devices
are extensively used in the first stage of the comparator,
to make it run at higher speed.

The ADC uses an adder as an encoder because the trip
points are scrambled across the range. The outputs from every
group of comparators (6 or 7 comparators) are summed locally
to yield 3b values, as shown in Fig. 6a. These values are then
summed using structure shown in Fig. 6b to give the overall
5b ADC code. Four interleaved ADCs sampling at 2.5GS/s
deliver an aggregate sampling rate of 10GS/s, oversampling
by a factor of 2 to facilitate timing recovery. Small time-
interleaving errors between the four ADCs, as well as ADC
non-idealities are modulated by random data input, resulting in
random errors that are partially corrected in the branch metric
lookup table while the rest are tolerated by the MLSD’s error
margin.

B. Phase and Timing Control

The extra margin and robustness of the MLSD also permits
the use of a compact and efficient inverter-based digitally
controlled phase rotator, shown in Fig. 7, that generates
32 phases from the 8 phases produced by the on-chip PLL.

The digital clock recovery loop selects the phase that best
represents the center of the unit interval (UI), as shown
in Fig. 8. For better linearity of interpolation, the oscillator
VDD from the rail of PLL VCO sets the supply voltage for the
inverters in the interpolator to adjust the slope of the internal
signals for the clock rate. In this way, the slope of the internal
interpolation signal extends over two adjacent input phases so
that the interpolator operates in a more linear fashion.

The phase detector takes the ADC samples and performs
early/late detection and loops the information back into the
phase rotator via an accumulator. The system is first-order, thus
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is unconditionally stable. The un-equalized Mueller-Muller
phase detector (MMPD) implements the standard MMPD
logic, di—1yr — dryk—1, where d’s are decisions from MLSD
and y’s are ADC samples. The CDR takes the derivative of
the input data stream to generate the impulse response and
detects whether the pre-cursor and the post-cursor are balanced
with each other. For successful phase detection, the impulse
response has to extend across multiple sampling intervals,
which has to be guaranteed by the channel.

V. PROTOTYPE DESIGN AND MEASUREMENTS

The overall architecture of our prototype 5Gb/s
ADC-based serial-link transceiver with MLSD is shown
in Fig. 9. The prototype includes transmitter, receiver,
on-chip clock generation and timing recovery and the digital
MLSD. To facilitate testing, the prototype incorporates a
pseudo-random bit sequence (PRBS) data generator and a bit
error counter.
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A. Design Summary

We exploit the robustness of the MLSD to simplify the AFE
and remove the need for a power-hungry analog equalizer.
For energy efficiency, area efficiency and speed, a 10GS/s and
4-way interleaved, 5b stochastic flash ADC 2x oversamples the
input signal. The clock recovery loop is closed by a bang-bang
phase detector which extracts and integrates phase information
from the ISI-corrupted data sampled by the ADCs. A digital
phase-rotator finely adjusts the sampling clock phases.

The ADC outputs are de-serialized to form blocks of 10 to
be processed at S00MHz by the MLSD, which decides the
most probable bit sequence. The prototype also incorporates a
5Gb/s transmitter, a PRBS data generator and a bit error rate
tester.

The prototype SGb/s transceiver is fabricated in 65nm
GP CMOS and packaged in a QFN60 package. The chip
microphotograph is shown in Fig. 10. The complete transceiver
system occupies an area of 700um x 1400um and the MLSD
takes only 700um x 300um.

B. Measurement Results

The MLSD is evaluated at 500MHz to achieve 5Gb/s at
a 750mV supply, dissipating a measured 19.3mW. At 1.0V,
the MLSD is evaluated at 1GHz to achieve 10Gb/s, dissipating
57.9mW. The energy-per-bit FoM, defined by the average
energy consumption for receiving one bit, is compared to the
prior art in Fig. 11. The 5Gb/s MLSD is the smallest among
all the previously published MLSDs for link applications,
and it improves the energy efficiency by more than an order
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TABLE I
COMPARISON WITH PREVIOUS ADC-BASED LINKS
This Work [24] [22] [23] [25] [26]
CMOS Tech. 65nm 65nm 65nm 65nm 40nm 65nm
Data Rate 5Gbps 10Gbps 10.3Gbps 10Gbps 8.5-11.5Gbps 10Gbps
Channel Loss 21dB 29dB 26dB 10dB 34dB 36.4dB
@2.5GHz @5GHz @5GHz @5GHz @5GHz @5GHz
2x2-Way 4-Way 4-Way 4-Way 4-Way
ADC Type Interleaved Interleaved | Interleaved | Interleaved Interleaved 32-Way
Stochastic Non-Linear Rectified Ti-SAR
Flash Flash Flash Flash Flash
ADC Res. 5b 4b 6b 5b 4b 6b
AFE Power (mW) 24.7 63 500 110 195 79
AFE Area (mm?) 0.14 0.185 3 0.25 0.82 0.38
EQ Structure 3-tap MLSD | 5-Tap DFE FFE+DFE | 2-Tap DFE FFE+DFE FFE+DFE
EQ Power (mW) 19.3 37 - 111 - 10
EQ Area (mm?) 0.21 0.075 - 0.286 - 0.39
Total Power (AFE+EQ) (mW) 44 130 500 221 160 89
Energy Efficiency (pJ/bit) 10.9 13 48.5 22.1 18.9 8.9
Core Area (mm?2) 0.35 0.26 15 0.536 - 0.81
0
Peri
L 9.2
~21dB
—20 Viterbi
19.3
g B
i o \\VA\/A s
=30 \\/ Fig. 14. Test chip power measurements (mW).
-60
) encoded by 8bl0b, is sent by the transceiver over a 45cm
o 1 2 3 4 5 FR-4 trace. The channel has a measured attenuation of 21dB
frequency [Hz] le9 . ) :
at 2.5GHz, as shown in Fig. 12, and testing shows that BER
Fig. 12. Insertion loss of the test FR-4 trace. under this condition is better than 10"'!. The measured bathtub
curve is shown in Fig. 13.
p The power breakdown is presented in Fig. 14. The total
1E-05 power consumed by the receiver is 54.5mW (with PLL) at
e 5Gb/s with a 950mV AFE supply and a 750mV digital back-
:g 1E-07 end supply. The peripheral power includes front-end BIST,
= SPI interface and BER tester. The entire receiver FoM is
5 1E-09 10.9mW/Gb/s.
Performance metrics are summarized and compared to state-
B g5 g0 0 01— 0703 of-the-art ADC-based serial link designs [22]-[26] in Table. I.
Phase Offset (UI) For similar channel loss and data rate, our design demonstrates
i competitive power, area and energy efficiency. Furthermore,
Fig. 13.  Test setup bathtub curve.

of magnitude. The MLSDs are compared based on 3-tap
configuration.

Transmit and receive operation are verified at 5Gb/s.
The transmitter is implemented with programmable 112 unit
drivers and a pattern generator for full coverage of test
patterns. The chip incorporates built-in self-test to monitor the
BER of the transceiver. For BER testing, a PRBS-31 sequence,

as presented in the sections above, by deploying a MLSD,
our design also enjoys a large margin for compatibility with
different applications and relaxed timing and noise constraints
on the AFE.

VI. CONCLUSION

In this work, we present a new pipelined look-ahead MLSD
architecture for serial links. The architecture provides a high
throughput, up to 10Gb/s, and eliminates the pre-training
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overhead of the conventional sliding block architecture to
achieve an efficiency of 5.79pJ/b in a 65nm test chip design.
The efficiency exeeds the state-of-the-art multi-Gb/s MLSDs
by over an order of mangitude.

Utilizing the extra timing and noise margin provided by
the MLSD, we designed a serial link transceiver using a 5b
stochastic flash ADC and a digitally controlled clock and
timing recovery loop. The complete 65nm transceiver chip was
verified at a BER of 10~ on a 45¢cm FR-4 trace, with 21dB
loss at Nyquist frequency. Including all test structures, the chip
occupies only 0.88mm?2. The design achieves a competitive
FoM of 10.9mW/Gb/s.
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