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Sparse representation of information provides a powerful means to perform feature extraction on high-dimensional data
and is of broad interest for applications in signal processing, computer vision, object recognition and neurobiology. Sparse
coding is also believed to be a key mechanism by which biological neural systems can efficiently process a large amount of
complex sensory data while consuming very little power. Here, we report the experimental implementation of sparse
coding algorithms in a bio-inspired approach using a 32 × 32 crossbar array of analog memristors. This network enables
efficient implementation of pattern matching and lateral neuron inhibition and allows input data to be sparsely encoded
using neuron activities and stored dictionary elements. Different dictionary sets can be trained and stored in the same
system, depending on the nature of the input signals. Using the sparse coding algorithm, we also perform natural image
processing based on a learned dictionary.

Memristors are two-terminal devices whose resistance values
depend on an internal state variable and can be modulated
by the history of external stimulation1–4. Unlike conven-

tional charge-based electronic devices, a memristor’s state is deter-
mined by the internal ion (either cation or anion) configuration, and
the redistribution of oxygen ions or metal cations inside the device
modulates the local resistivity and overall device resistance2–4.
Memristors have been extensively studied for both digital memory
and analog logic circuit applications3–7. At the device level, memris-
tors have been shown to be able to emulate synaptic functions by
storing the analog synaptic weights and implementing synaptic
learning rules8–12. When constructed into a crossbar form, memris-
tor networks offer the desired density and connectivity that are
required for hardware implementation of neuromorphic computing
systems13–15. Recently, memristor arrays and phase-change memory
devices have been used as artificial neural networks to perform
pattern classification tasks16–18. Other studies have shown memris-
tors can be used in recurrent artificial neural networks for appli-
cations such as analog-to-digital convertors19.

Memristor-based architectures have also been proposed and ana-
lysed for tasks such as sparse coding and dictionary learning20,21.
The ability to sparsely encode data is believed to be a key mechanism
by which biological neural systems can efficiently process large
amounts of complex sensory data22–24 and can enable the
implementation of efficient bio-inspired neuromorphic systems
for data representation and analysis25–28. In this Article, we exper-
imentally demonstrate the implementation of a sparse coding algor-
ithm in a memristor crossbar, and show that this network can be
used to perform applications such as natural image analysis using
learned dictionaries.

Memristor crossbar array and system set-up
The hardware system used in our study is based on a 32 × 32 cross-
bar array of WOx-based analog memristors, formed at each inter-
section in the crossbar (Fig. 1a). The devices were fabricated using
electron-beam lithography following previously developed pro-
cedures29; a completed array is shown in Fig. 1b (see Methods).
After fabrication, the array was wire-bonded and integrated
onto a custom-built testing board (Fig. 1b, lower inset and
Supplementary Fig. 1), enabling random access to single or multiple
memristors simultaneously, for sending and retrieving signals

from the array. The memristors can be programmed into different
conductance states and can be used to modulate signals in
either the forward (the read voltage is applied to the rows and
current is measured at each column) or backward (the read
voltage is applied to the columns and current is measured at each
row) directions.

The original input, such as an image, is fed to the rows of the
memristor crossbar, and the columns of the crossbar are connected
to output neurons. The memristor network performs critical
pattern matching and neuron inhibition operations to obtain a
sparse, optimal representation of the input. Once the memristor
network stabilizes, the re-constructed image can be obtained
based on the (sparse) output neuron activities and the features
stored in the crossbar array30. A fundamental requirement of
sparse coding is the ability to exert inhibition among neurons to
re-construct the input using an optimized set of features (out
of many possible solutions). In our approach, lateral inhibition
is achieved using iterations of forward and backward passes in
the same network in discrete time domain, without having to
physically implement inhibitory synaptic connections between the
output neurons.

To verify the operation of the memristor array, a 32 × 32 grey-
scale image (a chequerboard pattern with 2 × 2 patch size) was
written and read out from the system (Fig. 1c). A single program-
ming pulse was used to program each device without a read-verify
procedure, demonstrating the system’s capability to program and
store analog weights in the memristor array. Details on the program-
ming procedure and more examples of patterns stored in the same
array are provided in Supplementary Figs 2 and 3.

Mapping sparse coding onto memristor network
Sparse representation reduces the complexity of the input signals
and enables more efficient processing and storage, as well as
improved feature extraction and pattern recognition functions25,27.
Given a signal x, which may be a vector (for example, representing
the pixel values in an image patch), and a dictionary of features D,
the goal of sparse coding is to represent x as a linear combination of
features fromD using a sparse set of coefficients a, while minimizing
the number of features used. A schematic of sparse coding is shown
in Fig. 1d, where an input (for example, the image of a clock) is
formed by a few features selected from a large dictionary24,27. The
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objective of sparse coding can be summarized mathematically as
minimizing an energy function, defined as

mina(|x − DaT |2 + λ a| |0) (1)

where |·|2 and |·|0 are the L
2- and the L0-norm, respectively. Here,

the first term measures the reconstruction error, which is the differ-
ence between the original signal x and the sparse representation
DaT, while the second term measures the sparsity, which is reflected
by the number of active elements in a used to reconstruct the input.
Unlike many compression algorithms that focus on reconstruction
error only, sparse coding algorithms reduce the complexity by
assuming that real signals lie in only a few dimensions (of a high-
dimensional space) and attempt to find an optimal representation
that also reduces dimensionality. As a result, sparse coding not
only enables more efficient representation of the data, but may
also be more likely to identify the ‘hidden’ constituent features of
the input and thus can lead to improved data analyses such as
pattern recognition24,25,27.

Several sparse coding algorithms have been developed26, and this
work focuses on the ‘locally competitive algorithm’30 for its advan-
tages in encoding spatiotemporal signals, biological plausibility and
compatibility with the crossbar architecture. In this approach, the
membrane potential of an output neuron is determined by the
input, a leakage term, and an inhibition term that helps achieve
sparsity by preventing multiple neurons with similar receptive

fields from firing simultaneously. Mathematically, it can be shown
that lateral neuron inhibition can be achieved through an iterative
approach by removing the reconstructed signal from the input to
the network (see equations (2) and (3) in the Methods).

We experimentally implemented the sparse coding algorithm in
the memristor array-based artificial neural network. Memristor
crossbars are particularly suitable for implementing neuromorphic
algorithms, because the vector-matrix multiplication operations
can be performed through a single read operation in the memristor
array14,17. In this approach, the dictionary D is directly mapped
element-wise onto the memristor crossbar with each memristor at
row i and column j storing the corresponding synaptic weight
element Dij. The input vector x (for example, pixel intensities of
an input image) is implemented with read pulses with a fixed ampli-
tude and variable width proportional to the input data value. As a
result, the total charge Qij passed by a memristor at crosspoint (i,j)
is linearly proportional to the product of the input data xi and the
conductance Dij of the memristor, Qij = xiDij, and the charge
passed by all memristors sharing column j is summed via
Kirchhoff’s current law (Fig. 1a) Qj =

∑
i xiDij = xTDj. In other

words, the total charge accumulated at neuron j is proportional to
the dot product of input x with the neuron’s receptive field Dj.
Because the dot product of vectors measures how close the input
vector is matched with the stored vector, the ability to implement
this operation in a single read process allows the memristor
network to conveniently and efficiently perform this important
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Figure 1 | Memristor crossbar array-based computing hardware system. a, Schematic of a memristor crossbar-based computing system, showing the input
neurons (green), the memristor crossbar array and the leaky integrating output neurons (pink). A memristor is formed at each crosspoint, and can be
programmed to different conductance states (represented in greyscale) by controlling the internal ion redistribution (inset). b, Scanning electron micrograph
(SEM) image of a fabricated memristor array used in this study. Upper right inset: magnified SEM image of the crossbar. Scale bar, 3 µm. Lower left inset:
memristor chip integrated on the test board after wire-bonding. c, A 32 × 32 chequerboard pattern (with 2 × 2 patch size) programmed into the memristor
array and subsequently read back using the hardware system shown in b. Results from a higher-density array are provided in Supplementary Figs 4 and 5.
d, Schematic of the sparse coding concept, where an input (for example, the image of a clock) can be decomposed into and represented with a minimal
number of dictionary elements.
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pattern-matching task. This term (xTDj) is then added to the
neuron’s membrane potential. If the membrane potential is above
threshold λ following equation (2b), the neuron is active for the
next phase.

In the second phase, the input image is reconstructed using the
currently active neurons and compared with the original input. This
is accomplished by performing a ‘backward read’ (Supplementary
Fig. 6): variable-width read pulses, proportional to the neurons’
activities aj, are applied on the columns while the charge is collected
on each row i to obtainQi =

∑
j Dijaj = Dia

T . This backward read has
the effect of performing a weighted sum of the receptive fields of
the active neurons directly through the transpose of the weight
matrix, and the total integrated charge on the rows is proportional
to the intermediate reconstructed signal x̂ = DaT in vector form. The
difference of x and x̂, referred to as the residual, is used as the new
input to the array to obtain an updated membrane potential based
on equation (3). The forward and backward processes are repeated,
alternately updating the neuron activities and then the residual.
Experimentally, after collecting charges from the memristor array
in each step, the neuron activities and membrane potentials are
updated by a field-programmable gate array (FPGA) board in the
measurement set-up. After the network has stabilized, a sparse rep-
resentation of the input, represented by the final output activity
vector a, is obtained. By performing these forward and backward
passes in the same memristor network in discrete time domain,
we can effectively achieve the lateral inhibition required by the
sparse coding algorithm without having to implement physical
inhibitory synaptic connections between all the output neurons.

Sparse coding of simple inputs
Figure 2 shows an example of encoding an image composed of
diagonally oriented stripe features using the algorithm given
above. The dictionary, shown in Fig. 2a, contains 20 stripe features,
with each feature consisting of 25 weights. In this experiment, a
25 × 20 sub-array from the 32 × 32 memristor array was used.
The 20 features were written into the 20 columns (with each

weight represented as a memristor conductance) and the inputs
were fed into the 25 rows. An image consisting of a combination
of four features, shown in Fig. 2b, was used as a test input to
the system. A total of 30 forward–backward iterations, as described
already, were performed to stabilize the sparse-coding network,
and the final reconstructed signal is shown in Fig. 2b. The input
image was correctly reconstructed using neurons 2, 6, 9 and 17,
corresponding to the native features of the input, weighted by
their activities. Additionally, the experimental set-up allows us to
study the network dynamics during the sparse-coding analysis,
as shown in Fig. 2c, which plots the membrane potential values
for all 20 neurons during the iterations. For the first two iterations,
all neurons are charging (at different rates depending on how well
the input is matched with the stored receptive fields), and none is
above threshold. After the fourth iteration, the membrane potentials
of 11 neurons (numbers 1, 2, 4, 5, 6, 9, 10, 13, 14, 16 and 17) have
exceeded the threshold. Of these 11 neurons, the receptive fields of
neurons 2, 6, 9 and 17 match the features in the input, and those
of neurons 1, 4, 5, 10, 13, 14 and 16 are not perfect matches but
still overlap enough with the input image to allow these neurons
to be charged at reasonable rates. In the subsequent backward
read, all the active neurons contribute their receptive fields to
the reconstruction and result in a reduced, or even negative
residual input in the next forward pass following equation (3).
As a result, the charging rates and the neurons’ membrane poten-
tials evolve accordingly. Over the next few iterations, the lateral
inhibition between neurons eventually drives the membrane poten-
tials of neurons 1, 4, 5, 10, 13, 14 and 16 below the threshold in the
10th iteration and keeps these neurons inactive in subsequent
iterations. The inactive neurons’ membrane potentials continue
to decay due to the leakage term, but because they are below
threshold, their values have no impact on the final sparse code.
In the end, a correct and sparse representation of the input is
obtained in Fig. 2b based on the active neurons 2, 6, 9 and 17
after the network stabilizes. This experiment demonstrates an
important feature of the sparse-coding algorithm: lateral neuron
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Figure 2 | Experimental demonstration of sparse coding using memristor network. a, Dictionary elements programmed into the memristor crossbar array.
Each dictionary element is stored in a single column and connected to an output neuron. The different greyscales represent four different levels. The neuron
number is listed above each element. b, The original image to be encoded and the reconstructed image after the memristor network settles. c, Membrane
potentials of the neurons as a function of iteration number during locally competitive algorithm (LCA) analysis. The red dashed horizontal line marks the
threshold parameter λ. d, Additional examples of input images and reconstructed images. The same threshold, λ = 80, is used in all experiments in b–d.
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inhibition drives the system to identify the native features of the
input. Non-idealities in the memristor network may temporarily
lead to incorrect behaviour (as in the case of the fourth iteration
or the eighth iteration when neurons 4, 14 and 16 exceed the
threshold), but inhibition can effectively address these errors and
allow correct features to be identified. Additional sparse-coding
examples of inputs based on stripe features using the memristor
crossbar are provided in Fig. 2d.

The reprogrammability of memristors allows the dictionary set to
be readily adapted to the type of signal to be encoded, so the same
memristor hardware system can process different types of inputs
using a single general approach. To demonstrate this point, we
reprogrammed a new dictionary composed of horizontally and ver-
tically oriented bars (Fig. 3a) into the same array used in Fig. 2. By
using this new dictionary, images consisting of bar patterns can be
efficiently analysed using the same algorithm. Additionally, in the
examples shown in Fig. 2, the dictionary is minimally over-complete
(with inputs restricted to be combinations of diagonal stripe features
and corresponds to an input dimensionality of 18, determined from
the linear span of the features). By using the bar patterns in Fig. 3a
and restricting the input images to combinations of horizontal and
vertical bars, the input dimensionality is reduced to 9. With a total
of 20 stored dictionary elements, the system now achieves greater
than 2× over-completeness30, which allows it to better highlight
the capability of sparse coding to find an optimal solution out of
several possible solutions.

An example (input pattern no. 37) using this over-complete
dictionary is shown in Fig. 3b,c. The network not only correctly
reconstructed the input image, but, as expected, it picked the
more efficient solution—a solution based on neurons 8 and 16,
over another solution based on neurons 1, 4 and 8. As can be
seen from Fig. 3c, in the first five iterations, all neurons are charging
and the membrane potentials of neurons 1, 4, 8 and 16 first cross the
threshold at the sixth iteration. Even though the receptive fields of
all four neurons (1, 4, 8 and 16) are correct features in the input,
neurons 8 and 16 (consisting of two bars) represent a more sparse
representation. As a result, inhibition implemented in the system
eventually suppresses the membrane potentials of neurons 1 and 4
to be below the threshold after the 11th iteration and keeps them
below the threshold after the network stabilizes. The activities of
these two neurons are precisely 0 (equation (2b)), and an optimal
solution based only on neurons 8 and 16 is obtained, compared
to other possible, but less-sparse solutions. These features of the
network dynamics have also been confirmed through detailed
simulations of the memristor crossbar-based sparse-coding system
(Supplementary Fig. 10).

Our experimental set-up allows us to directly study the role of the
sparsity coefficient λ on network dynamics and sparse-coding
outcome. We verified that, when changing λ, the network will natu-
rally adapt, and often the same set of active neurons whose receptive
fields optimally represent features in the input will prevail in the end
(Supplementary Fig. 11).
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Figure 3 | Sparse coding of different inputs using a more overcomplete dictionary. a, Dictionary elements based on horizontal and vertical bars
programmed into the memristor crossbar array. b, The original image to be encoded, and the reconstructed image after the memristor network settles.
c, Membrane potentials of the neurons as a function of iteration number during LCA analysis. The red horizontal line marks threshold parameter λ.
d, Additional examples of input images and reconstructed images. The same threshold, λ = 40, is used in all experiments in b–d.
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Additional examples showing the network dynamics in picking a
sparse representation for different input patterns are provided in
Supplementary Figs 7–9. In total, all 50 patterns consisting of two
horizontal bars and one vertical bar were tested using the exper-
imental set-up (Fig. 3d), with a success rate of 94% (measured by
the network’s ability to correctly identify the sparse solutions),
despite variabilities inherent in the memristor devices.

Sparse coding of natural images
Finally, we applied the prototype memristor network to experimen-
tally process natural images using the sparse-coding algorithm. In
this study, a 16 × 32 sub-array from the 32 × 32 memristor array
was used, corresponding to a 2× over-complete dictionary with 16
inputs and 32 output neurons and dictionary elements. The diction-
ary elements were learned offline using 4 × 4 patches randomly
sampled from a training set consisting of nine natural images
(with sizes of 128 × 128 pixels), using a realistic memristor model
and an algorithm based on the ‘winner-take-all’ (WTA) approach
and Oja’s learning rule14. After training, the obtained dictionary
elements were programmed into the physical 16 × 32 crossbar
array (Supplementary Figs 12–14).

Using the trained dictionary, we successfully performed recon-
struction of greyscale images experimentally using the 16 × 32 mem-
ristor crossbar. During the process, the input image (for example,
Fig. 4a) was divided into 4 × 4 patches and each patch was

experimentally processed using the memristor crossbar based on
the sparse-coding algorithm (Fig. 4b,c). Once the memristor
network stabilized (typically after 80 forward–backward iterations,
Fig. 4d), the patch was reconstructed using the neuron activities
and the corresponding receptive fields, as shown in Fig. 4c. The
complete image was then composed from the individual patches,
shown in Fig. 4e.

To verify the experimental results, we performed detailed simu-
lations of the memristor crossbar network. Effects of device vari-
ations were carefully considered during the initialization of the
matrix and during the weight updates (Supplementary Figs 15
and 16). In the case of Fig. 4e, non-idealities during the dictionary
storage were simulated based on the weight update equation from
our device model29. Image reconstructions were then analysed
using the simulated memristor network, following the same pro-
cedure as the experimental processes. The simulation results con-
sistently reproduced the experimental results (Fig. 4f) for this
image-processing task.

We note the current experimental results are limited by the
network size, so only 4 × 4 patches are processed. Additionally,
sparse-coding analysis works better if the dictionary is also
learned via sparse coding instead of simple WTA. Indeed, analysis
based on larger receptive fields (for example, 8 × 8, corresponding
to a 64 × 128 memristor array with 2× over-completeness) and
using a sparse-coding trained dictionary produces excellent
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gradient descent. h, Simulated reconstructed image by considering realistic device variabilities during online learning. 8 × 8 patches were used during training
and image reconstructions in g and h.
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reconstruction results, as shown in Fig. 4g. Detailed simulations
further show that high-quality image reconstruction can still be
obtained even in the presence of realistic device variations
(Fig. 4h) if the dictionary is learned online using the memristor
crossbar. This effect can be explained from the fact that the learning
algorithm is self-adaptive and adjusts to device variabilities during
the training stage. As a result, online learning can effectively
handle device variations and is particularly suitable for emerging
devices such as memristor-based systems where large device
variations are expected.

Conclusions
In this work, we have successfully demonstrated a sparse-coding
hardware system in a memristor crossbar architecture. This
approach, based on pattern matching and neuron lateral inhibition,
is an important milestone in the development of large-scale, low-
power neuromorphic computing systems. The use of a crossbar
architecture allows matrix operations, including vector-matrix
multiplication and matrix transpose operations, to be performed
directly and efficiently in the analog domain without the need to
read each stored weight. Image reconstruction was also demon-
strated using the memristor system, and online dictionary learning
was shown to be feasible even in the presence of realistic device
variations. Future studies, aimed at integrating (ideally larger)
memristor crossbar arrays with complementary metal–oxide–
semiconductor (CMOS) circuitry that can perform the necessary
periphery functions on chip, should provide significant speed
improvements and enable online learning implementation. Online
learning was found to be able to efficiently tolerate device variations,
even for simple algorithms using WTA (Supplementary Figs 17 and
18). Image pre-processing techniques such as whitening can also be
implemented to further improve the network’s performance
(Supplementary Figs 19–21). Our benchmarking analysis against
an efficient digital approach shows that an integrated memristor
system based on devices similar to the prototype system can
already offer significant energy advantages when performing data-
intensive tasks such as real-time video analysis (Supplementary
Figs 22–25 and Supplementary Tables 1 and 2). Continued optim-
ization of the devices and the architecture can lead to future com-
puting systems that can help eliminate the ‘von Neumann
bottleneck’ that is present in conventional computing designs,
and produce efficient computing hardware with low energy
consumption, small footprint and high throughput.

Methods
Methods and any associated references are available in the online
version of the paper.
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Methods
Locally competitive algorithm. The locally competitive algorithm (LCA) solves
the minimization problem (equation (1)) using a network of leaky-integrator
neurons and connection weights. In this implementation, x is anm-element column
vector, with each element corresponding to an input element (for example, the
intensity of a pixel in an image patch). D is anm × nmatrix, where each column of D
represents an m-element feature vector (that is, a dictionary element) and is
connected to a leaky-integrator output neuron (Fig. 1a). a is an n-element row vector
representing the neuron activity coefficients, where the ith element of a corresponds
to the activity of the ith neuron. After feeding input x to the network and allowing
the network to stabilize through lateral inhibition, a reconstruction of x can be
obtained as DaT, that is, linear combination of the neuron activities and
corresponding neurons’ feature vectors. In a sparse representation, only a few
elements in a are non-zero, and the other neurons’ activities are suppressed to be
precisely zero.

The neuron dynamics during LCA analysis can be summarized by

du
dt

=
1
τ
( − u + xTD − a(DTD − In)) (2a)

ai =
ui if ui > λ
0 otherwise

{
(2b)

where ui is the membrane potential of neuron i, τ is a time constant, and In is the
n × n identity matrix.

During LCA analysis, each neuron i integrates its input xTD, leakage –u and
inhibition a(DTD – In) terms and updates its membrane potential ui (equation (2a)).
If and only if ui exceeds a threshold (set by parameter λ), neuron i will produce an
output ai = ui, otherwise the neuron’s activity ai is kept at 0 (equation (2b)).
Specifically, the input to neuron i originates from the input signal x scaled by weights
Dji connected to the neuron (second term in equation (2a)). In this regard, the
collection of synaptic weights Dji associated with neuron i is also referred to as the
receptive field of neuron i, analogous to the receptive fields of biological neurons in
the visual cortex24,31. A key feature of the LCA is that the neurons also receive
inhibition from other active neurons (the last term in equation (2a)), an important
observation in biological neural systems24. The LCA incorporates this competitive
effect through the inhibition term, which is proportional to the similarity of the
neurons’ receptive fields30 (measured by DTD in equation (2a)). By doing so, it
prevents multiple neurons from representing the same input pattern and allows the
network to dynamically evolve to find an optimal output. Note that when a neuron
becomes active, all other neurons’membrane potentials will be updated through the
inhibition term (to different degrees depending on how similar the neurons’
receptive fields are). As a result, an initially active neuron may become suppressed
and a more optimal representation that better matches the input may be found. In the
end, the network evolves to a steady state where the energy function (equation (1))
is minimized and an optimized sparse representation (out of many possible
solutions) of the input data is obtained, from a combination of the stored features
and the activities of the (sparse) active neurons.

Note, however, that implementing the inhibition effect DTD can be very
computationally intensive. On the other hand, the original equation (2a) can be
rewritten as

du
dt

=
1
τ
( − u + (x − x̂)TD + a) (3)

where x̂ = DaT is the signal estimation (that is, the reconstructed signal).
Equation (3) shows that the inhibition term between neurons can be reinterpreted as
a neuron removing its feature from the input when it becomes active, thus
suppressing the activity of other neurons with similar features. By doing so, the
matrix–matrix multiplication operation DTD in equation (2a) is reduced to two
sequential vector-matrix multiplication operations (one used to calculate x̂ = DaT

and the other used to calculate the contribution from the updated input (x − x̂)TD,
which we show can be efficiently implemented in memristor crossbars in a discrete

time domain without physical inhibitory synaptic connections between all the
output neurons.

WOx memristor array fabrication. To form the crossbar array of WOx devices,
60 nm ofWwas first sputter-deposited on a Si carrier wafer with a 100 nm thermally
grown oxide. The bottom electrodes (BEs, 500 nm width) were patterned by
electron-beam lithography and reactive ion etching (RIE) using Ni as a hard mask.
Afterwards, the Ni hard mask was removed by wet etching. SiO2 (250 nm) was then
deposited by plasma-enhanced chemical vapour deposition followed by etch back to
form a spacer structure along the sidewalls of the BEs. The spacer structure allows
better step coverage of the top electrodes (TEs) at the crosspoints. The resistive
switching WOx layer was formed by rapid thermal annealing of the exposed
W electrode surface with oxygen gas at 425 °C for 60 s. Afterwards, the TEs
(Pd (90 nm)/Au (50 nm)) were patterned by electron-beam lithography,
electron-beam evaporation and liftoff processes. Another RIE process was used
to remove excess WOx between the TEs and to expose the BEs for electrical contacts.
Finally, photolithography, electron-beam evaporation and liftoff processes
were performed to deposit 150 nm of Au as wire-bonding pads. The completedWOx

memristor crossbar chip was then wire-bonded to an 80-pin chip carrier and
integrated on the test board.

Memristor array test board and software set-up. A custom board was designed to
test memristor arrays for neuromorphic computing applications including the
sparse-coding tasks. The board can apply timed voltage pulses and measure currents
at both row and column terminals, with an integrated controller system to perform
these tasks in an automated manner. It can measure arrays of up to 32 rows and
32 columns. There are four digital-to-analog converters (DACs) capable of
independently producing voltage pulses with amplitude ranges from −5 to 5 V.
Typically, two voltage sources are connected to the rows through the matrix switches
and two to the columns. The matrix switches are connected in such a way as to
perform 2 × 32 routing, with a 32-bit binary word used to configure which of the
rows (columns) is connected to DAC0 (DAC2) while the remaining rows (columns)
are connected to DAC1 (DAC3). The board can perform an array of tests to
characterize memristor devices including d.c. sweeps, pulse measurements and,
importantly, random read and write procedures for memristor crossbar arrays.
A virtual ground with negative feedback is used to convert the current flowing to
an output electrode to a voltage that can be read by analog-to-digital converters.
A variable resistor in the path is used to control the amplification of the current
signal. A multiplexer is included in the signal path to allow connection of either
the virtual ground or the DAC. All control and data signals are passed through
logic-level shifters so that the signals can be communicated between the board
(at 5 V level) and off-board (at 3.3 V) (Supplementary Fig. 1).

The algorithm is programmed onto the board with a mixture of Python and C
code. The Python functions direct the pre-processing and compilation of C routines
and download the compiled binaries to the board. The generated data are received
using Python functions and displayed with the Matplotlib library. Algorithm
execution is directed by the Python code to reduce the processing load on the soft
microcontroller, while board control C routines benefit the real-time execution of
the microcontroller.

Low-level board tasks such as setting the output voltages and configuring the
matrix switches were written exclusively in C using memory-mapped control
registers, while higher-level functions such as reading an array or programming a
pattern were written in a mixture of C and Python. C code templates were developed
to execute generic tasks. The Python code acted as a preprocessor for these templates,
filling in parameters such as hexadecimal values corresponding to a voltage or 32-bit
configurations for the matrices. A soft microprocessor was implemented on the
Opal Kelly XEM6010 FPGA on the test board using the AltOR32 OpenRISC
architecture. The SConstruct build tools were used to control compilation and linking
C codes into binaries, which was performed by the or1knd-toolchain developed
for AltOR32. The binaries were then downloaded onto the board and executed.

Data availability. The data that support the findings of this study are available from
the corresponding author upon request.

ARTICLES NATURE NANOTECHNOLOGY DOI: 10.1038/NNANO.2017.83

NATURE NANOTECHNOLOGY | www.nature.com/naturenanotechnology

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

http://dx.doi.org/10.1038/nnano.2017.83
http://www.nature.com/naturenanotechnology

	Sparse coding with memristor networks
	Memristor crossbar array and system set-up
	Mapping sparse coding onto memristor network
	Sparse coding of simple inputs
	Sparse coding of natural images
	Conclusions
	Methods
	Figure 1  Memristor crossbar array-based computing hardware system.
	Figure 2  Experimental demonstration of sparse coding using memristor network.
	Figure 3  Sparse coding of different inputs using a more overcomplete dictionary.
	Figure 4  Natural image processing using the memristor crossbar.
	References
	Acknowledgements
	Author contributions
	Additional information
	Competing financial interests
	Methods
	Locally competitive algorithm
	WOx memristor array fabrication
	Memristor array test board and software set-up
	Data availability



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile ()
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue true
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 450
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 450
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck true
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    35.29000
    35.29000
    36.28000
    36.28000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    8.50000
    8.50000
    8.50000
    8.50000
  ]
  /PDFXOutputIntentProfile (OFCOM_PO_P1_F60)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition (OFCOM_PO_P1_F60)
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /SyntheticBoldness 1.000000
  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU (NPG PRINT PDF Job Options. 4th September 2006. PDF 1.3 Compatibility. Adds Trim and Bleed boxes top Nature pages where none exist.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [665.858 854.929]
>> setpagedevice


