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Abstract—Nonbinary LDPC (NB-LDPC) codes, defined over
Galois field, offer better coding gain and a lower error floor
than binary LDPC codes. However, the complex decoding and
large memory requirement have prevented any practical chip
implementations. We present a 1.22 Gb/s fully parallel decoder of
a GF(64) (160, 80) regular-(2, 4) NB-LDPC code in 65 nm CMOS.
The reduced number of edges in NB-LDPC code's factor graph
permits a low wiring overhead in the fully parallel architecture.
The throughput is further improved by a one-step look-ahead
check node design that increases the clock frequency to 700 MHz,
and the interleaving of variable node and check node operations
that shortens one decoding iteration to 47 clock cycles. We allow
each processing node to detect its own convergence and apply
dynamic clock gating to save power. When all processing nodes
have been clock gated, the decoder terminates and continues
with the next input to increase the throughput to 1.22 Gb/s. The
dynamic clock gating and decoder termination improve the energy
efficiency to 3.03 nJ/b, or 259 pJ/b/iteration, at 1.0 V and 700MHz.
Voltage scaling to 675 mV improves the energy efficiency to
89 pJ/b/iteration for a throughput of 698 Mb/s at 400 MHz.
Index Terms—Dynamic clock gating, LDPC code, LDPC de-

coder architecture, nonbinary LDPC code.

I. INTRODUCTION

S TATE-OF-THE-ART communication and storage systems
have adopted sophisticated channel codes to achieve a

higher reliability in transmission and storage at the lowest
signal-to-noise ratio (SNR). To close the gap towards the
ultimate channel capacity, known as the Shannon limit, binary
LDPC and Turbo codes [1]–[3] have been adopted by the latest
standards [4]–[10] and numerous architecture implementa-
tions have been demonstrated [11]–[16]. Nonbinary LDPC
(NB-LDPC) codes, defined over Galois field , where

, offers better coding gain than binary LDPC codes [17].
NB-LDPC codes' excellent coding gain can be achieved even
at a short block length, and a low error floor has also been
demonstrated.
The decoding of NB-LDPC codes follows the same belief

propagation (BP) algorithm [17] that is used in the decoding of
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binary LDPC codes. However, the complexity of an NB-LDPC
decoder is notably higher: each message exchanged between
processing nodes in an NB-LDPC decoder carries an array of
log-likelihood ratios (LLR); parity check processing follows
a forward-backward algorithm; and high-order GF operations
require expensive matching and sorting, in contrast to the much
simpler addition and compare-select used in binary LDPC
decoding. The complex NB-LDPC decoding has prevented any
large-scale high-throughput chip implementations in silicon.
Only FPGA designs, synthesis and layout have been demon-
strated prior to this work [18]–[30].
The complexity of the NB-LDPC decoder and its error-cor-

recting performance are determined by code construction.
Quasi-cyclic LDPC codes have been invented to provide a
good error-correcting performance [31]–[33], and their regular
structures are amenable to efficient decoder architectures.
Compared to the quasi-cyclic LDPC codes, the codes
feature a very low variable node degree , and a check
node degree as low as , reducing the processing com-
plexity, the wiring, and the quantization loss. Therefore, the

codes are attractive for practical implementations. A
NB-LDPC code offers a competitive error-correcting

performance even at a short block length. The performance can
be further improved by increasing , the order of the GF field,
but a higher increases the size and complexity of the decoder.
The direct implementation of the BP decoding for NB-LDPC

codes results in a check node complexity of and a vari-
able node complexity of . A fast Fourier transform (FFT)
implementation [34] reduces the check node complexity to

, but it requires check node processing in the linear do-
main and the conversion between linear- and log-domain mes-
sages. The extended min-sum (EMS) algorithm [35] in the log
domain reduces the check node complexity to using
only a small subset of values among an array of LLRs in
a message, where . A further simplification of the EMS
algorithm truncates the least significant values in a message and
keeps only the most significant values in memory [36]. The
processing is done entirely using truncated messages, thereby
reducing the complexity of the check node to
and the complexity of the variable node to . The trun-
cated EMS algorithm has demonstrated minimal loss in error-
correcting performance at low SNR compared with BP, while
the performance surpasses BP at high SNR [36]. The truncated
EMS algorithm makes it possible to design an NB-LDPC de-
coder with a reasonable complexity that is within the range
of binary LDPC decoders. A further simplification using the
min-max algorithm [37] suffers from a noticeable degradation
in the error-correcting performance.
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Fig. 1. Comparison of binary and nonbinary LDPC (NB-LDPC) code.

In this paper, we present a 7.04mm 65 nmCMOSNB-LDPC
decoder chip for a GF(64) (160, 80) regular-(2, 4) code using the
truncated EMS algorithm. We use a fully parallel architecture
and scheduling techniques to enhance the throughput to 1.22
Gb/s at 700 MHz. To reduce the power consumption, we design
a fine-grained dynamic clock gating based on node-level con-
vergence detection to save 50% power.

II. BACKGROUND
An NB-LDPC code is formed by grouping bits to symbols

using GF elements, an example of which is shown in Fig. 1.
In the example, two bits are grouped to a 2-bit symbol using
GF(4). In the binary LDPC Hmatrix shown in Fig. 1, 2 2 sub-
matrices are replaced by GF(4) elements, resulting in a GF(4)
nonbinary H matrix. A regular- NB-LDPC code has a
constant column weight of and a constant row weight of .
An NB-LDPC code can also be illustrated using a factor graph
of variable nodes (VN) and check nodes (CN). An edge con-
nects VN and CN if the corresponding entry in the H ma-
trix .

A. Truncated EMS Decoding Algorithm
An NB-LDPC code is decoded by iteratively passing mes-

sages between VNs and CNs over the factor graph. The VN to
CN message will be referred to as the V2C message, or
(from to ); and the CN to VN message as the C2V mes-
sage, or (from to ).
1) VN Initialization: The decoding starts by initializing each

VN with the prior LLRs based on the information received from
the communication channel. Because each VN in an NB-LDPC
code represents a element, the prior LLR for a VN
, is an LLR vector (LLRV) of length , and each element of

the LLRV corresponds to a element

where

and
(1)

Fig. 2. Illustration of forward-backward algorithm with .

and is the channel information. is the GF element with the
maximum likelihood. Based on this definition, a lower LLR
value indicates a higher likelihood. In the following, we assume
that the LLRV is sorted in ascending order unless specified oth-
erwise. A GF index vector is associated with each LLRV to keep
track of the GF elements that correspond to the entries of the
LLRV. In the GF index vector, each element is stored
in its -bit binary representation. Using the truncated EMS
algorithm, only the minimum entries, , in the LLRV
are kept. In the first decoding iteration, the prior LLRV is used
as the V2C message, i.e., .
2) CN Operation: Each GF element in the GF index

vector of the V2C message is multiplied by before
the message is sent to the CN. is stored in the binary repre-
sentation and is known, so the multiplication is
described by a -entry lookup table. This GF multiplication is
known as permutation.
Suppose a CN receives messages from VNs,

, where is the degree of the CN. The
CN computes the C2V messages for each VN using the for-
ward-backward algorithm in three steps: forward, backward,
and merge that are illustrated in Fig. 2. Forward and backward
can be carried out in parallel.
As Fig. 2 shows, in the forward step, the message from is

combined with the message from , and message combining
continues until reaching , following (2a). The “combine”
operation is known as the elementary CN (ECN) that is repre-
sented by in (2a). An ECN takes two length- LLRV in-
puts, e.g., and , and calculates a length- LLRV output

that contains the minimum values in the set
. An ECN is made using an

insertion sorter of length , and the complexity of the ECN
is . An efficient bubble check algorithm [38] reduces
the insertion sorter length to and
the operation complexity to . The forward step re-
quires ECNs in total.

(2a)

(2b)
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(2c)

The backward step follows (2b), and it is identical to the forward
step, except that it is done in the reverse direction, as shown in
Fig. 2. After the forward and backward are complete, the C2V
messages can be readily calculated by merging the messages
obtained from the forward and backward, as described by (2c)
and illustrated in Fig. 2. Merge requires ECNs. To sum up,
the forward-backward algorithm for CN requires ECNs
in total, and each ECN is of complexity .
Afer the C2V messages are calculated, each GF element

in the GF index vector of the C2V message is divided by
before the message is sent to the VN. is stored in

the binary representation and is known, so the
division is described by a -entry lookup table. This GF division
is known as inverse permutation.
3) VN Operation: Each VN receives C2V messages and

computes the posterior LLR, , and the V2C messages fol-
lowing (3). Note that the operator and are not ordinary
addition and summation. They represent pair-wise elementary
VN (EVN). An EVN takes two length- LLRV inputs, and
, and calculates a length- LLRV output that contains

the minimum values in the set
. An EVN requires matching

of GF index, which is done using a content-addressable memory
(CAM). An EVN uses an insertion sorter of length , and the
complexity of the EVN is .

(3)

VN makes a hard decision in each iteration based on the most
likely GF element. If the hard decisions of all VNs meet all
parity checks defined by the H matrix, decoding terminates.

B. Decoder Design Challenges
Compared to a binary LDPC code, the factor graph of an

NB-LDPC code is more compact with fewer nodes and much
fewer edges, suggesting a simpler wiring in its decoder imple-
mentation. However, grouping binary bits to a
symbol expands the message memory from words to
words. The truncated EMS algorithm reduces the message

memory to words, e.g., a GF(64) NB-LDPC
code can be decoded using , requiring 16 words in
message storage, but still higher than what is needed in a binary
LDPC decoder.
The VN and CN operations in an NB-LDPC decoder as de-

scribed above are more complex than a binary LDPC decoder.
The CN of a binary LDPC decoder performs compare select
and XOR in a tree structure of complexity , thus the CN
can be easily parallelized for a high throughput. The CN of
an NB-LDPC decoder performs forward, backward and merge
with a complexity of using the truncated EMS
algorithm with bubble check ECN. The VN of an NB-LDPC
decoder is also more complex than the VN of a binary LDPC
decoder, with a complexity of compared to .
For practical implementations of NB-LDPC decoders, the CN

and VN operations have to be serialized, resulting in a lower
throughput. The larger memory, expensive sorters and CAMs
all contribute to larger VNs and CNs.

III. HIGH-THROUGHPUT FULLY PARALLEL DECODER
ARCHITECTURE

The NB-LDPC decoder is heavy on logic and memory but
low on wiring compared to the binary LDPC decoder. A par-
allel implementation of NB-LDPC decoder does not incur the
same wiring overhead seen in the implementations of binary
LDPC decoder. A fully parallel implementation also simplifies
the control and message scheduling, leading to a more efficient
design.
The GF(64) (160, 80) regular-(2, 4) NB-LDPC code con-

structed based on the algebraic properties of their binary im-
ages features low VN and CN degrees, thus the complexity of
VN and CN can be kept low. The block diagram of the fully par-
allel decoder is illustrated in Fig. 3. The 960 bits of a codeword
are grouped into 160 6-bit GF(64) symbols. The factor graph of
the code contains 160 VNs and 80 CNs. The fully parallel de-
coder is the direct mapping of the factor graph with 160 2-input
VNs and 80 4-input CNs as shown in Fig. 3. Each edge in the
factor graph carries an LLRV. The entries of the LLRV are sent
serially to reduce the bit width of the wires and to match the
pipelined CN and VN processing. Permutation and inverse per-
mutation are placed between the VNs and CNs, and messages
are normalized in each iteration to prevent saturation. The mes-
sages in this design are quantized to 5 bits to ensure a good per-
formance while minimizing storage. The decoder implements
the truncated EMS algorithm with . The word length
and truncated EMS setting have been simulated extensively to
ensure a good error-correcting performance down to very low
BER levels.
We further improve the throughput of the fully parallel de-

coder using architecture transform and scheduling techniques:
(1) by applying a one-step look-ahead to the ECN bubble check
algorithm, we remove the data dependency to produce a fast
ECN design; (2) by dividing the ECN and EVN schedules into
two phases, we allow the interleaving of VN and CN for a short
iteration latency.

A. Look-Ahead Elementary Check Node

CN takes 4 V2C messages, , and computes
4 C2V messages, , using the forward-backward
algorithm illustrated in Fig. 2. The forward step takes and

to compute ; and concurrently, the backward step takes
and to compute . Next, the four merges are done in

parallel to compute V2C messages, as illustrated in Fig. 4. The
forward step, backward step, and merge are all done using ECN.
ECN implements the bubble check algorithm to find the

minimum values in the set
, where and are two input LLRVs. The set

is represented in a 2-dimensional matrix. The entries of
are computed on the fly by reading one entry from and
one from and summing them. The GF element that cor-
responds to the sum is computed by adding the GF element as-
sociated with and the GF element associated with .
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Fig. 3. Architecture of the fully parallel nonbinary LDPC decoder.

Fig. 4. Architecture of the check node.

Since the pair of GF elements are stored in binary representa-
tion, the addition is done by the bitwise XOR of the pair. ECN
uses an insertion sorter of length 6 for . The ECN
sorter is initialized with . The
ECN sorter outputs the minimum entry, e.g., , every
step and a new entry is inserted. ECN is complete
after steps. Note that we allow duplicate GF outputs because
it simplifies the control logic and ensures a constant latency per
iteration. Our simulation results show that the loss in error-cor-
recting performance due to duplicate GF outputs is negligible.
Using bubble check [38], the new entry from to be in-

serted to the sorter is determined based on the minimum entry
in the sorter. Each ECN step consists of three substeps as il-
lustrated in Fig. 5(a): (1) sort: find the minimum entry in the
sorter, ; (2) bubble check: calculate the index of the
new entry in to be inserted to the sorter based on the
bubble check algorithm using a “horizontal flag” described
below [38]; and (3) fetch: read and , calculate

Fig. 5. Suboperation schedule of (a) the bubble check elementary check node
and (b) the look-ahead elementary check node.

the sum and insert it to the sorter. Each substep depends on the
previous one. The data dependency requires that the three sub-
steps to be done in series, which results in a long clock period

, where , and are
the maximum time needed for the sort, bubble check and fetch.

if then

end if

if and then

end if

if has never been inserted
to the sorter then

else

end if

We apply one-step look-ahead to shorten the clock period.
The new sorter keeps track of not only the minimum ,
but also the second minimum .With this change, each
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Fig. 6. Operation schedule of (a) the elementary check node and (b) the check
node.

ECN step is done in three substeps that can be partially over-
lapped: (1) sort: find the second minimum (the min-
imum has been found in the previous ECN step);
(2) fetch: read and , calculate the sum and in-
sert to the sorter; (3) bubble check: compare with

, one of which will be the new minimum
to be output next, and the index of the new entry is cal-
culated based on the bubble check algorithm above. Though the
three substeps still remain, the look-ahead design allows sort
and fetch to be done in parallel. The new sequence illustrated
in Fig. 5(b) allows the overlapping of the substeps to shorten
the clock period to . Since

, are longer than . The clock period is almost
halved compared to the baseline version.
The schedule of the ECN is divided into two phases: ini-

tialization phase and compute phase, according to Fig. 6(a).
The initialization phase spans the first 6 cycles to initialize the
sorter. The compute phase spans cycles, during which
ECN outputs one value every cycle. In the CN schedule shown
in Fig. 6(b), the forward and backward ECNs are started at
the same time. After the initialization phase, the forward and
backward ECNs move to the compute
phase, while the four merge ECNs start their ini-
tialization phase. The phase pipelining shortens the latency of
the CN to 28 cycles.

B. Two-Pass Variable Node

VN takes 2 C2V messages, , and the prior LLRV to
compute 2 V2Cmessages, , and the posterior LLRV. The
low VN degree of 2 simplifies the implementation, as shown in
Fig. 7. Three EVNs are used: and start first to
compute and , followed by . This design shortens
the VN critical path, as has been excluded from the crit-
ical path.

Fig. 7. Architecture of the variable node.

Fig. 8. Operation schedule of (a) the elementary variable node and (b) the vari-
able node. Note that uses a shorter sorter length since only the minimum
is required.

An EVN finds the minimum values in the set
, where

and are two input LLRVs. The condition
requires matching of GF indices. Therefore, one of the input
LLRVs, e.g., , is stored in a content-addressable memory
(CAM) to enable searching of the GF index. EVN implements a
two-pass scan: (1) in the first pass, EVN scans memory, and
searches matching GF index in memory. If a matching entry
is found, e.g., , the entry is read to cal-
culate ; if no matching entry is found, a fixed offset
is added to and the sum is inserted to the EVN sorter; (2)
in the second pass, EVN scans memory. A fixed offset is
added to and the sum is inserted to the sorter. The inser-
tion sorter performs a sort every cycle and keeps its stored items
in ascending order.
To support the two-pass scan, the EVN sorter length is kept

at least to consider all entries of the first pass
and the first entry of the second pass. Simulations show that
the EVN sorter length directly impacts the BER performance
of the decoder. Therefore we choose the EVN sorter length 17
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Fig. 9. Operation schedule of the decoder which includes the variable node, check node, permutation & normalization, and inverse permutation stages.

to avoid a degradation in BER. However, note that is
different from and in that only the top (minimum)
entry in the posterior LLRV is needed to determine the hard
decision. We take advantage of this property to shorten the two
passes performed by . The shortening of the two passes
are verified by simulation to guarantee accurate hard decisions.
The EVN schedule is divided into two phases: first pass

and second pass, as in Fig. 8(a). In the VN schedule shown in
Fig. 8(b), and start in parallel. The first pass takes

cycles, followed by cycles for the second pass.
and each outputs one value every cycle starting

from the second cycle of the second pass. After and
begin to produce outputs, starts with a 6-cycle

first pass followed by a 1-cycle second pass to obtain the hard
decision.

C. Interleaving Check Node and Variable Node
The phased schedule of ECN and EVN allows the CN and

VN to be interleaved for a shorter latency and higher throughput.
The interleaved schedule is illustrated in Fig. 9 and it is executed
in the following order: (1) and first pass, followed
by second pass. In the second pass, each EVN outputs one entry
of the V2C message per cycle to be permuted and forwarded to
the CNs; (2) forward and backward ECN initialization, followed
by merge ECN initialization and compute. Merge ECN outputs
one entry of the C2V message per cycle in the compute phase
to be inverse permuted and forwarded to the VNs. and

of the next iteration need to wait until all entries of
the C2V message to be stored in the CAM for searching. The
overall latency of one decoding iteration is 47 cycles according
to Fig. 9. Note that is not in the critical path and it can
be overlapped with EVN operations.

IV. LOW-POWER DESIGN BY FINE-GRAINED DYNAMIC
CLOCK GATING

To estimate the power consumption, a fully parallel nonbi-
nary LDPC decoder has been synthesized and place and routed
in a 65 nm CMOS process. Fig. 10(a) shows the power break-
down of the decoder. The switching power of sequential cir-
cuits is the dominant portion, claiming 65% of the total power.
The leakage power and the switching power of combinational
circuits claim the remaining 21% and 14% of the total power,

Fig. 10. (a) Power breakdown of the 65 nm synthesized fully parallel nonbinary
LDPC decoder, and (b) the distribution of sequential logic used in the decoder.

Fig. 11. Implementation of fine-grained dynamic clock gating for the variable
and check node.

respectively. Further breakdown of the switching power of se-
quential circuits in Fig. 10(b) shows that the switching power of
the VN and CN memories and the sorters in EVNs and ECNs
account for almost all of the sequential switching power.
The high dynamic power consumption prompts us to design

a dynamic clock gating strategy to reduce the power consump-
tion of the decoder. Clock gating disables the clock input to se-
quential circuits to save switching power, which in turn cuts the
switching of combinational circuits. The use of clock gating is
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Fig. 12. Cumulative distribution of clock gated nodes at each iteration for var-
ious SNR levels with a decoding iteration limit of 30. The parameters used for
clock gating are and .

motivated by the observation that the majority of the VNs con-
verge within a few decoding iterations before reaching the de-
coding iteration limit. Therefore, it is possible to clock gate the
VNs and CNs that have reached convergence to save power.
To achieve the most power savings, the clock gating is im-

plemented at a fine-grained node level, i.e., at each VN and CN,
and the clock gating is enabled dynamically during run time.
The fine-grained dynamic clock gating requires convergence
detection at the node level, i.e., each VN detects when it has
reached convergence and can be clock gated. The node-level
convergence detection is different from the conventional con-
vergence detection done at the global level by checking whether
all parity checks have been met [39]. Although clock gating can
also be based on global convergence detection, the power sav-
ings would be greatly diminished.

A. Node-Level Convergence Detection

Node-level convergence detection is not equivalent to global
convergence detection. Our proposed node-level convergence
detection is designed tomatch the accuracy of the global conver-
gence detection without causing BER degradation. The node-
level convergence detection is based on two convergence cri-
teria: (1) meet the minimum number of decoding iterations ,
and (2) VN's hard decisions remain unchanged for the last
consecutive iterations. The two criteria are designed to prevent
false convergence and ensure stability. Each VN checks the cri-
teria upon completing each decoding iteration. If the criteria are
met, the VN is clock gated. If a VN is clock gated, parts of the
CN that are used for storing and processing messages from and
to the VN are also clock gated. A CN is completely clock gated
when all its connected VNs have been clock gated.
With node-level convergence detection, it is possible that a

VN converges to the correct decision and is frozen, preventing
it from changing to an incorrect decision. On the other hand, it is
also possible that a VN converges to an incorrect decision and
is frozen, and preventing other VNs from correcting this VN

Fig. 13. Chip microphotograph of the decoder test chip. Locations of the test
peripherals and the decoder are labeled.

Fig. 14. Bit error rate and frame error rate performance of the GF(64) (160,
80) regular-(2, 4) NB-LDPC code using 5-bit quantization and floating point.

later. To best match the BER and FER performance of global
convergence detection, and need to be set appropriately.
Fine-grained dynamic clock gating can be compared to early

termination [39], [40] that is commonly used in decoder de-
signs. Early termination relies on global convergence detec-
tion, whereas fine-grained dynamic clock gating is based on
node-level convergence detection, and it allows a large number
of VNs and CNs to be turned off before the global convergence
is reached.
The idea of early termination can be combined with

fine-grained dynamic clock gating to save power and improve
throughput by terminating the decoder once all the VNs and
CNs are clock gated. We term the approach decoder termination
to differentiate it from early termination, because decoder ter-
mination relies on node-level convergence detection, whereas
early termination commonly relies on global convergence
detection.
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Fig. 15. Measured NB-LDPC decoder (a) power and (b) energy efficiency at 5.0 dB SNR and 30 decoding iterations. CG denotes clock gating and DT denotes
decoder termination. The parameters used for clock gating and decoder termination are and . This minimum supply voltage is used at each clock
frequency.

B. Fine-Grained Dynamic Clock Gating
The clock gating architecture is illustrated in Fig. 11. The con-

vergence detector inside each VNmonitors the hard decisions in
each iteration to check whether the hard decisions have changed
between iterations. A counter keeps track of the number of con-
secutive iterations that the hard decisions have remained un-
changed. When the convergence criteria are met, the conver-
gence detector enables the clock gating latch (CG latch) to turn
off the clock input to all sequential circuits with the exception
of essential control circuits that are needed for recovering from
the clock gating state. The majority of the VN's dynamic power
is saved, leaving only leakage.
The convergence detector propagates the clock gating signal

to the CNs to enable the CG latch of V2C message memories in
the CNs, as noted in Fig. 11. Clock gating V2C memories elim-
inates the unnecessary memory updates to save dynamic power.
In this way, CN is partially clock gated. When all the connected
VNs are clock gated, as indicated by their clock gating signals,
a central CG latch is enabled to completely turn off the CN.
A decoder termination controller monitors the VN clock

gating signals. When all the VNs are clock gated (and CNs
are clock gated as a result), the decoder terminates the current
frame and moves on to the next input frame. Decoder termi-
nation reduces the average number of decoding iterations per
code frame and therefore improves the decoding throughput
for a net gain in energy efficiency.
In our implementation, each VN stores only the hard decision

(6 bit) from the previous iteration. In each iteration, the VN
compares the hard decision with the previous hard decision, and
increments a 4-bit counter if they agree. If not, the counter is
reset. After the comparison, the stored hard decision is replaced
by the current hard decision for the next iteration. The node-
level convergence detection requires only 6 bits of storage per
VN (or 960 bits for the entire decoder), a small logic in each
VN to compare a pair of 6-bit decisions, and a 4-bit counter.
Compared to the size of the nonbinary VN and CN, the overhead
for node-level convergence detection is negligible.
To check the effectiveness of fine-grained dynamic clock

gating, we simulated the decoder's behavior with node-level

Fig. 16. Illustration of throughput and energy efficiency of various decoder
configurations at 5.0 dB SNR. , and represents decoding iteration limit,
minimum decoding iteration, and consecutive iteration threshold, respectively.

TABLE I
MEASUREMENT SUMMARY

convergence detection. Fig. 12 shows the percentage of nodes
that have been clock gated in each decoding iteration across
various SNR levels. The decoding iteration limit is set to 30,
and the convergence criteria are set to and .
Even at a low SNR of 2.8 dB, more than 85% of the
VNs are clock gated after 12 iterations. After 14 iterations,
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TABLE II
COMPARISON OF STATE-OF-THE-ART NB-LDPC DECODERS (ASIC LAYOUT)

95% of the VNs are clock gated. At higher SNRs, the VNs are
clock gated at an even faster pace.
The setting of determines how much power can be saved.

The lower the , the earlier the clock gating can be applied, and
the more power we can save. However, a lower degrades the
BER. There is a tradeoff between power consumption and BER.
We set to ensure no loss in BER across a wide range
of SNR. We could use a lower at high SNR to achieve more
power savings without affecting BER.

V. DECODER CHIP IMPLEMENTATION AND
MEASUREMENT RESULTS

A decoder test chip for the GF(64) (160, 80) regular-(2, 4)
NB-LDPC code was implemented in a STMicroelectronics 65
nm 7-metal general-purpose CMOS technology [41]. The chip
microphotograph is shown in Fig. 13. The test chip measures
4.40 mm 2.94 mm, and the core measures 3.52 mm 2.00
mm, or 7.04 mm . The memory used in this decoder is imple-
mented using registers. The test chip incorporates AWGN gen-
erators to model the communication channel and provide input
vectors in real time. An on-chip controller keeps track of the de-
coding errors for calculating the bit error rate (BER) and frame
error rate (FER).

The chip supports two test modes: a scan mode which
takes external inputs through scan chains and provides out-
puts through scan chains for functional verification, and an
automated mode for the real-time testing of the decoder using
on-chip generated AWGN noise to emulate the communication
channel. Error statistics are collected for plotting BER and FER
against SNR.
Fig. 14 shows the BER and FER curves for various configu-

rations. The 5-bit decoder incurs a relatively large quantization
loss (compared to floating point) at low SNR, because the 5 bit
word length is not sufficient to separate the candidate elements
for a VN at low SNR. At moderate to high SNR, the candidate
elements can be more easily separated, which explains the much
smaller quantization loss at high SNR. Note that the highest
SNR point in [41] was inaccurate. The error rate reported in
Fig. 14 is based on two months of extensive testing. With a de-
coding iteration limit of 100, the decoder achieves a BER of

at 4.2 dB, a significant improvement over binary
LDPC codes of similar block length, e.g., the rate-1/2 672-bit
binary LDPC code for the IEEE 802.11ad standard provides a
BER of at 4.2 dB [14]. Structured binary LDPC
codes of similar block length also encounter severe error floors,
which is not seen in the NB-LDPC code. With a more practical
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TABLE III
COMPARISON OF STATE-OF-THE-ART NB-LDPC DECODERS (ASIC SYNTHESIS)

30 iterations and our proposed node-level convergence criteria
of and , the decoder still provides an excellent
BER performance that is very close to the 100-iteration BER
performance.
The NB-LDPC decoder test chip operates at a maximum

clock frequency of 700 MHz at 1.0 V and room temperature for
a coded throughput of 477 Mb/s with 30 decoding iterations.
The test chip consumes 3.993 W, which translates to an energy
efficiency of 8.38 nJ/b. Figs. 15, 16 and Table I summarize the
measured power consumption of the NB-LDPC decoder test
chip. To improve the energy efficiency, fine-grained dynamic
clock gating is enabled with node-level convergence criteria of

and , reducing the power consumption by 50%
and improving the energy efficiency to 4.14 nJ/b. To achieve a
higher throughput, decoder termination is enabled to increase
the throughput from 477 Mb/s to 1.22 Gb/s at 5.0 dB SNR

. The power consumption increases due to a higher
activity, but the energy efficiency improves to 3.03 nJ/b, or 259
pJ/b/iteration. Voltage and frequency scaling can be applied to
further reduce the power consumption and improve the energy
efficiency. Scaling the supply voltage from 1.0 V to 675 mV
reduces the maximum clock frequency from 700 MHz to 400
MHz and improves the energy efficiency to 1.04 nJ/b, or 89
pJ/b/iteration, at a reduced throughput of 698 Mb/s.
Tables II and III list the nonbinary LDPC decoder test chip

along with other state-of-the-art synthesized designs published
recently [19], [21], [22], [25], [26], [28]–[30]. To summarize,
[19] is a min-max decoder using the most reliable, compressed
messages; [22] is a layered min-max decoder for QC-LDPC
codes using barrel-shifter-based permutation network to imple-
ment multiplications in the check nodes; [28] is a min-max de-
coder using relaxed check node that finds the minimum basis
of the messages and derives remaining messages from the min-
imum basis; [25] is a simplified min-sum decoder for a higher

throughput and smaller memory; [26] is a layered q-ary sum-
product decoder using trellis-based check node implementation;
[30] is a generalized bit-flipping decoder for a smaller memory
and area; [21] is a configurable QC-LDPC decoder using barrel
shifter and multithreaded pipelining to improve the throughput
per unit area; and [29] is a fully parallel decoder with trellis-
based check node. It is important to note that none of the pre-
vious designs has been fabricated in silicon. This work is the
first silicon that has been published to the best of our knowledge.
The decoder claims higher throughput and energy efficiency (in
pJ/b/iter), when normalized to 65 nm and 1.0 V, than the best
previously reported post-layout results. The truncated EMS al-
gorithm allows us to achieve excellent BER performance com-
pared to other simplified algorithms.

VI. CONCLUSION

We present a fully parallel NB-LDPC decoder to take advan-
tage of the low wiring overhead that is intrinsic to NB-LDPC
codes. To further enhance the throughput, we apply a one-step
look-ahead to the elementary CN design to reduce the clock pe-
riod, and interleave the CN and VN operations for a short iter-
ation latency of 47 cycles. We implement a fine-grained clock
gating at the node level to allow the majority of the processing
nodes to be clock-gated long before reaching the iteration limit.
A 7.04 mm 65 nm decoder test chip is designed for the GF(64)
(160, 80) regular-(2, 4) NB-LDPC code. The decoder imple-
ments fine-grained dynamic clock gating and decoder termina-
tion to achieve a high throughput of 1.22 Gb/s at 700 MHz, con-
suming 3.03 nJ/b, or 259 pJ/b/iteration. The test chip demon-
strates a superior error correcting performance compared to bi-
nary LDPC decoders. Voltage and frequency scaling of the test
chip to 675 mV and 400 MHz further improve the energy effi-
ciency to 89 pJ/b/iteration at a reduced throughput of 698 Mb/s.
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