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Abstract—The majority of the power consumption of a high-
throughput LDPC decoder is spent on memory. Unlike in a gen-
eral-purpose processor, the memory access in an LDPC decoder is
deterministic and the access window is short. We take advantage
of the unique memory access characteristic to design a non-refresh
eDRAM that holds data for the necessary access window, and fur-
ther improve its access time by trading off the excess retention time.
The resulting 3T eDRAM cell is designed to balance wordline cou-
pling to reliably retain data for a fast access. We integrate 32 5x210
non-refresh eDRAM arrays in a row-parallel LDPC decoder suit-
able for the IEEE 802.11ad standard. Memory refresh is eliminated
and random access is replaced with a simple sequential addressing.
With row merging and dual-frame processing, the 1.6 mm?2 65 nm
LDPC decoder chip achieves a peak throughput of 9 Gb/s at 89.5
pJ/b, of which only 21% is spent on eDRAMs. With voltage and
frequency scaling, the power consumption of the LDPC decoder is
reduced to 37.7 mW for a 1.5 Gb/s throughput at 35.6 pJ/b.

Index Terms—Embedded DRAM, LDPC code, LDPC decoder
architecture, low-power DSP design.

I. INTRODUCTION

OLLOWING the rediscovery of low-density parity-check

(LDPC) code [1], [2] and the demonstration of its
near-capacity error correcting performance [3], LDPC codes
have found widespread applications including WiFi (IEEE
802.11n) [4], WIMAX (IEEE 802.16e) [5], digital satellite
broadcast (DVB-S2) [6], 10-gigabit Ethernet (IEEE 802.3an)
[7], magnetic [8] and solid-state storage [9] to support higher
data rates and better noise immunity. The excellent error
correcting performance of LDPC codes comes at the cost of
encoding and decoding, and the cost escalates with increasing
throughput.

A 4.84 mm? 0.13 um LDPC decoder for WiIMAX consumes
more than 340 mW for a throughput up to 955 Mb/s [10]. With
technology scaling, the area and power consumption of LDPC
decoders continue to improve. A 1.56 mm? 65 nm LDPC de-
coder for the high-speed wireless standard IEEE 802.15.3¢ con-
sumes 360 mW for a throughput of 5.79 Gb/s [11]. For a higher
throughput, the decoder architecture can be further parallelized,
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but the power and area increase accordingly. A 5.35 mm? 65 nm
10-gigabit Ethernet LDPC decoder consumes 2.8 W for up to
47 Gb/s [12].

Parallelizing LDPC decoder for a high throughput increases
the interconnect complexity [13]-[17] and memory bandwidth
[18]. Though the interconnect challenge has largely been ad-
dressed through the use of structured codes and row-parallel
[11], [12], [16] or block-parallel architectures [10], [18]-[25],
memory bandwidth still remains a major challenge. To support
highly parallel architectures, SRAM array needs to be parti-
tioned into smaller banks, resulting in very low area efficiency.
Gb/s LDPC decoders use registers for high-speed and wide ac-
cess, at the expense of high power and area. As a result, memory
dominates the power consumption and area of LDPC decoders
[26].

We propose logic-compatible embedded DRAM (eDRAM)
[27]-[30] as a promising alternative to register-based memory
that has been used in building high-throughput LDPC decoders.
Logic-compatible eDRAM does not require a special DRAM
process and it is both area efficient and low power — an eDRAM
cell can be implemented in three transistors [27] and it supports
one read and one write port, at half the size of a dual-port SRAM
cell and its energy consumption is substantially lower than a
register. A conventional eDRAM is however slow. A periodic
refresh is also necessary to maintain continuous data retention.
Interestingly, we find that when eDRAM is used in high-speed
LDPC decoding, refresh can be completely eliminated to save
power and access speed can be improved by trading off the ex-
cess retention time.

In this work, we co-design a non-refresh eDRAM with the
LDPC decoder architecture to optimize its read and write timing
and simplify its addressing. An analysis of the LDPC decoder’s
data access shows that the access window of the majority of the
data ranges from only a few to tens of clock cycles. The non-re-
fresh eDRAM is designed to meet the access window with a
sufficient margin and the excess retention time is cut short to in-
crease the speed. The resulting 3T eDRAM cell balances word-
line coupling to mitigate the effects on its storage. We integrate
32 5% 210 non-refresh eDRAM arrays in the design of a 65 nm
LDPC decoder to support the (672, 336) LDPC code for the
high-speed wireless standard IEEE 802.11ad [31]. All columns
of the eDRAM arrays can be accessed in parallel to provide the
highest bandwidth. The decoder throughput is further improved
using row merging and dual-frame processing to increase hard-
ware utilization and remove pipeline stalls. The resulting de-
coder achieves a throughput up to 9 Gb/s and consumes only
37.7 mW at 1.5 Gb/s.
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Fig. 1. (a) An example LDPC code’s H matrix and bipartite graph representation; and (b) H matrices of the rate-1/2, rate-5/8, rate-3/4 and rate-13/16 LDPC code

for the IEEE 802.11ad standard [31].

The remainder of the paper is organized as follows. Section II
provides a review of LDPC decoding and the decoder architec-
ture. Two architectural techniques, row merging and dual-frame
processing, are used to enhance the decoder throughput, which
are described in Section III. Section I'V explains how to take ad-
vantage of the memory access pattern in LDPC decoding to de-
sign a non-refresh eDRAM, and introduces approaches to over-
come coupling noise and retention time challenges in the cell
design. In Section V, we present a compact eDRAM array for a
seamless integration with the LDPC decoder. The implementa-
tion of the LDPC decoder test chip and its measurement results
are presented in Section VI. Section VII concludes this work.

II. DECODER ARCHITECTURE

An LDPC code is defined by a M x N parity-check matrix
H [1], [2], where N is the block length (number of bits in the
codeword) and M is the number of parity checks. The elements
of the matrix H(¢, j) are either O or 1 to represent whether bit
j of the codeword is part of parity check i. An H matrix can
be represented using a bipartite graph composed of two sets of
nodes: a variable node (VN) for each column of the H matrix
and a check node (CN) for each row. An edge is drawn between
VN(#) and CN(4) if H(#, j) = 1. An example H matrix with its
corresponding bipartite graph is shown in Fig. 1(a).

Almost all of the latest applications have adopted LDPC
codes whose H matrix is constructed using submatrices that are
cyclic shifts of an identity matrix or a zero matrix. For example,
the newest high-speed wireless standard IEEE 802.11ad [31]
specifies a family of four LDPC codes whose I matrices are
constructed using cyclic shifts of the Z x Z identity matrix or
zero matrix where Z = 42. The structured H matrix can be
partitioned along submatrix boundaries, e.g., the H matrix of
the rate-1/2 (672, 336) code can be partitioned to 8 rows and

16 columns of 42 x 42 submatrices as shown in Fig. 1(b). The
IEEE 802.11ad standard requires the throughput of the LDPC
decoding to be between 1.5 Gb/s and 6 Gb/s.

A practical decoder design follows either the sum-product
[2] or the min-sum algorithm [32], which are two popular im-
plementations of the belief propagation algorithm. Using the
sum-product algorithm in the log-domain, the VNs perform sum
operations and the CNs perform log-tanh, sum and inverse log-
tanh operations. Min-sum simplifies the CN operation to the
minimum function. The min-sum algorithm usually performs
worse than the sum-product algorithm, and techniques including
offset correction and scaling [33] are frequently applied to im-
prove the performance. We use the min-sum algorithm with
offset correction in our implementation.

A. Row-Parallel Architecture

Common LDPC decoder architectures belong to one of
three classes: full-parallel, row-parallel and block-parallel
[34]. The row-parallel architecture [11], [12], [16] provides
a high throughput of up to tens of Gb/s, while its routing
complexity can still be kept low, permitting a high energy
and area efficiency. To meet the 6 Gb/s that is required by the
IEEE 802.11ad standard, we choose the row-parallel decoder
architecture. The IEEE 802.11ad standard [31] specifies four
codes of rate-1/2, rate-5/8, rate-3/4 and rate-13/16, whose H
matrices are made up of 16 columns X 8 rows, 6 rows, 4 rows
and 3 rows of cyclic shifts of the 42 x 42 identity matrix or
zero matrix, as illustrated in Fig. 1(b). The four matrices are
compatible, sharing the same block length and component
submatrix size.

A row-parallel decoder using flooding schedule is designed
using 672 VNs and 42 CNs. The 672 VN5 process the soft inputs
of 672 bits in parallel by computing VN-to-CN (V2C) messages
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Fig. 2. Illustration of row-parallel LDPC decoder architecture. The shaded part
represents the section of the H matrix that is processed simultaneously.

and send them to the 42 CNs following the H matrix shown
in Fig. 1(b). The 42 CNs compute the parity checks and send
CN-to-VN (C2V) messages back to the VNs. The C2V mes-
sages are post-processed by the VNs and stored in their local
memories. The row-parallel architecture operates on one block
row of submatrices in the H matrix at a time, as highlighted in
Fig. 2.

The VN and CN designs in detail are shown in Fig. 3. A
VN computes a V2C message by subtracting the C2V message
stored in the C2V memory from the posterior log-likelihood
ratio (LLR). The V2C message is then sent to the CN while a
copy is stored in the V2C memory for post-processing the C2V
message later in the iteration. A CN receives up to 16 V2C in-
puts from the VNs and computes the XOR of the signs of the
inputs to check if the even parity is satisfied. The CN also com-
putes the minimum and the second minimum magnitude among
the inputs by compare-select for an estimate of the reliability
of the parity check. Both the XOR and the compare-select are
done using a tree structure. The CN prepares the C2V message
as a packet composed of the parity, the minimum and the second
minimum magnitude.

After the C2V message is received by the VN, it compares
the V2C message stored in memory with the minimum and the
second minimum magnitude to decide whether the minimum or
the second minimum is a better estimate of the reliability of the
bit decision. The sign and the magnitude are then merged and
an offset is applied as an algorithmic correction. The post-pro-
cessed C2V message is stored in the C2V memory. The C2V
message is accumulated and summed with the prior LLR to
compute the updated posterior LLR. A hard decoding decision
is made based on the sign of the posterior LLR at the completion
of each iteration. The messages and computations are quantized
for an efficient implementation. We determine based on exten-
sive simulations that a 5-bit fixed-point quantization offers a sat-
isfactory performance.

B. Pipelining and Throughput

In the LDPC decoding described above, the messages flow
in the following order: (1) each of the 672 VNs computes a
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Fig. 3. (a) Variable node, and (b) check node design. (An XOR gate is incor-
porated in the sort and compare-select logic of the CN to perform the parity
check.)

V2C message, which is routed to one of the 42 CNs through
point-to-point links; (2) each CN receives up to 16 V2C mes-
sages, and computes a C2V message to be routed back to the
VN5 through a broadcast link; and (3) each VN post-processes
the C2V message and accumulates it to compute the posterior
LLR. These steps complete the processing of one block row of
submatrices. The decoder then moves to the next block row and
the V2C routing is reconfigured using shifters or multiplexers.
Based on these steps, we can design a 5-stage pipeline: (1) VN
computing V2C message, (2) routing from VN to CN, (3) CN
computing C2V message, (4) routing from CN to VN, and (5)
VN post-processesing C2V messages and computing posterior.
For simplicity, the five stages are named VC, R1, CS, R2, and
PS, as illustrated in Fig. 4(a). The throughput of a row-parallel
architecture is determined by the number of block rows m; and
the number pipeline stages, n,. The H matrix of the rate-1/2,
5/8, 3/4, and 13/16 code has m; = §, 6, 4, and 3, respectively.
Based on the pipeline chart in Fig. 4(a), the number of clock cy-
cles per decoding iteration is 12, +n,—1. Suppose the number of
decoding iteration is n;;, then the decoding throughput is given
by

P= fclk]\/ (1)

(my +my — D)ng

where f.; is the clock frequency and N is the block length of
the LDPC code. N = 672 for the target LDPC code. The 1/2-
rate LDPC code has the most number of block rows, m; = 8.
n, = 5 for the 5-stage pipeline. To meet the 6 Gb/s throughput
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Fig. 4. Pipeline schedule of (a) a conventional single-frame decoder without
row-merging, (b) a conventional single-frame decoder with row-merging, and
(c) proposed dual-frame decoder with row-merging. Note that (a) and (b) require
stalls in-between frames due to data dependency between the PS and VC stages.

with 10 decoding iterations (n;; = 10), the minimum clock
frequency is 1.07 GHz, which is challenging and entails high
power consumption.

Each VN in this design includes two message memories, V2C
memory and C2V memory. CN does not retain local memory.
Each memory contains m; = 8 words to support the row-par-
allel architecture for the 1/2-rate LDPC code. Each word is 5-bit
wide, determined based on simulation. In each clock cycle, one
message is written to the V2C memory and one is read from the
V2C memory. The same is true for the C2V memory.

For a scalable design and a higher efficiency, the 672 VNs in
the row-parallel LDPC decoder are grouped to 16 VN groups
(VNG), each of which consists of 42 VNs. The V2C memories
of the 42 VNs in a VNG are combined in one V2C memory that
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contains m; = 8 words and each word is 5 bits x 42 = 210 bits
wide. Similarly, the C2V memories of the 42 VNs in a VNG are
combined in one C2V memory of 8 x 210 bits. In each clock
cycle, one 210 bit word is written to the V2C memory and one
210 bit word is read from the memory. The same is true for the
C2V memory. Each memory’s read and write access latency
have to be shorter than 0.933 ns to meet the 1.07 GHz clock
frequency.

III. THROUGHPUT ENHANCEMENT

The throughput of the LDPC decoder depends on the number
of block rows. To enhance the throughput, we reduce the
number of effective block rows to process using row merging
and apply dual frame processing to improve efficiency [26].

A. Row Merging

The H matrix of the rate-1/2 code has the most number of
block rows among the four codes, but note that the H matrix
of the rate-1/2 code is sparse with many zero submatrices. We
take advantage of the sparseness by merging two sparse rows to
a full row so that they can be processed at the same time (e.g.,
merge row 0 and row 2, row 1 and row 3, etc.), as illustrated
in Fig. 5(a). To support row merging, each 16-input CN is split
to two 8-input CNss, as in Fig. 5(b), when decoding the rate-1/2
code with minimal hardware additions.

The same technique can be applied to decoding the rate-5/8
code by merging row 2 and row 4, and row 3 and row 5. Row
merging reduces the effective number of rows to process to 4, 4,
4, and 3 for the rate-1/2, 5/8, 3/4, and 13/16 codes, respectively.
Row merging improves the worst-case throughput to

feeN

TP = ———.
(ny + 3)ny

2)
To meet the 6 Gb/s throughput with 10 decoding iterations, the
minimum clock frequency is reduced to 720 MHz. Row merging
reduces the V2C memory and C2V memory in each VNG to
4 x 210 bits. Each memory’s read and write access latency is
relaxed, but it has to be below 1.4 ns to meet the required clock
frequency.

B. Dual-Frame Processing

The 5-stage pipeline introduces a 4 clock cycle pipeline stall
between iterations, as shown in Fig. 4(a) and (b), because the
following iteration requires the most up-to-date posterior LLRs
from the previous iteration (i.e., the result of the PS stage) to
calculate the new V2C messages. The stall reduces the hardware
utilization to as low as 50%.

Instead of idling the hardware during stalls, we use it to accept
the next input frame as shown in Fig. 4(c). The ping-pong be-
tween the two frames improves the utilization, while requiring
only the prior and posterior memory to double in size. The mes-
sage memories can be shared between the two frames and the
computing logic and routing remain the same, keeping the ad-
ditional cost low. With dual-frame processing, the worst-case
throughput is increased to

_ feeN

dnge

TP 3)
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Fig. 5. (a) lllustration of row merging applied to the H matrix of the rate-1/2 LDPC code of IEEE 802.11ad

. The merged matrix has only 4 rows, shortening the

decoding iteration latency; and (b) modified check node design to support row merging.

To meet the 6 Gb/s throughput with 10 decoding iterations, the
minimum clock frequency is reduced to 360 MHz. To avoid the
read after write data hazard due to dual-frame processing, an
extra word is added to the V2C and C2V memory. The size of
each memory ina VNG is 5 x210 bits. Each memory’s read and
write access latency is further relaxed, but it has to be below
2.8 ns to meet the required clock frequency.

IV. Low-POWER MEMORY DESIGN

The memory in sub-Gb/s LDPC decoder chips is commonly
implemented in SRAM arrays, while registers dominate the de-
signs of Gb/s or above LDPC decoder chips. SRAM arrays are
the most efficient in large sizes, but the access bandwidth of an
SRAM array is very low compared to its size. Therefore SRAM
arrays are only found in block-parallel architectures. A full-par-
allel or row-parallel architecture uses registers as memory for
high bandwidth and flexible placement to meet timing.

To estimate the memory power consumption in a
high-throughput LDPC decoder, we synthesized and phys-
ically placed and routed a register-based row-parallel LDPC
decoder that is suitable for the the IEEE 802.11ad standard
in a TSMC 65 nm CMOS technology. The decoder follows
a 5-stage pipeline and incorporates both row merging and
dual-frame processing. In the worst-case corner of 0.9 V supply
and 125 °C, the post-layout design is reported to achieve a max-
imum clock frequency of 200 MHz, lower than the required
360 MHz for a 6 Gb/s throughput.

The power breakdown of this decoder at 200 MHz is shown
in Fig. 6. The memory power is the dominant portion, claiming
57% of the total power. In addition to memory, pipeline regis-
ters consume 14% of the total power. On the other hand, the
datapaths, which include all the combinational logic, consume
only 18% of the total power. The clock tree consumes 11% of
the total power, the majority of which is spent on clocking the
registers. Therefore, reducing the memory power consumption
is the key to reducing the chip’s total power consumption.

The memory power consumption can be further broken down
based on the type of data stored. 35% of the memory power is

40
—_ ] Dynamic
X Il Leakage
730 H
3
o
2
=]
20 H -
>
S
Pipeline £10 H - - - -
14% é)
o LINEE NN

V2C  C2V Posterior Prior

(b)
Fig. 6. (a) Power breakdown of a 65 nm synthesized 200 MHz row-parallel

register-based LDPC decoder for the IEEE 802.11ad standard, and (b) memory
power breakdown. Results are based on post-layout simulation.

@

spent on V2C memory; 35% for C2V memory; 16% for storing
posterior LLRs (posterior memory) and 14% for storing prior
LLRs (prior memory). The V2C memory and C2V memory ac-
count for 70% of the memory power consumption, so they will
be the focus for power reduction.

A. Memory Access Pattern

The V2C memory and C2V memory access patterns are il-
lustrated in Fig. 7. When a VN sends a V2C message to a CN,
it also writes the V2C message to the V2C memory. The V2C
message is finally read when the C2V message is returned to the
VN for post-processing the C2V message. From this point on,
the V2C message is no longer needed and can be overwritten.

A VN writes every C2V message to the C2V memory, and
the C2V message is finally read when the VN computes the
V2C message in the next iteration, when the C2V message is
subtracted from the posterior LLR to compute the V2C message.
From this point on, the C2V message is no longer needed and
can be overwritten.

The V2C and C2V memory are continuously being written
and read in the FIFO order. The data access window, defined as
the duration between when the data is written to memory to the
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Fig. 7. (a) V2C memory access pattern, and (b) C2V memory access pattern.

last time it is read, is only 5 clock cycles. The IEEE 802.11ad
standard specifies throughputs between 1.5 Gb/s and 6 Gb/s,
which require clock frequencies between 90 MHz and 360 MHz
using the proposed throughput-enhanced row-parallel architec-
ture. The data access window for both the V2C memory and
C2V memory is 5 clock cycles, which translates to 14 ns at
360 MHz (6 Gb/s) or 56 ns at 90 MHz (1.5 Gb/s). Therefore,
the data retention time has to be at least 56 ns.

The short data access window, deterministic access order, and
shallow and wide memory array structure motivate the design of
a completely new low-power memory for the LDPC decoder. In
the following we describe the low-power memory design to take
advantage of the short data access window. The memory allows
dual-port one read and one write in the same cycle to support
pipelining and full-bandwidth access required by the decoder
architecture.

B. Non-Refresh Embedded DRAM

Register memory found in highly parallel LDPC decoders
consumes high power and occupies a large footprint. Em-
bedded dynamic random access memory (eDRAM) [28]-[30],
[35]-[37] is much smaller in size. A 3T eDRAM cell does
not require a special process option. It supports nondestructive
read, so it is not necessary to follow each read with write,
resulting in a faster performance. The 3T eDRAM cell also
supports dual-port access that is required for our application.
However, eDRAM is slower than register. A periodic refresh
is also necessary to compensate the leakage and maintain
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continuous data retention. The refresh power is a significant
part of eDRAM’s total power consumption.

As discussed previously, the memory for LDPC decoder has
a short data access window. As long as the access window is
shorter than the eDRAM data retention time, refresh can be
eliminated for a significant reduction in eDRAM’s power con-
sumption, making it attractive from both area and power stand-
point. A faster cell often leaks more and its data retention time
has to be sacrificed. In the LDPC decoder design, the memory
access pattern is well defined and the V2C and C2V memory
access window is only 5 clock cycles, therefore we can con-
sider a low-threshold-voltage (LVT) NMOS 3T eDRAM cell to
provide only enough retention time, but a much higher access
speed.

C. Coupling Noise Mitigation

Consider the classic 3T eDRAM cell in Fig. 8(a) for an il-
lustration of the coupling problem. To write a 1 to the cell, the
write wordline (WWL) is raised to turn on T; and write bit-
line (WBL) is driven high and the storage node will be charged
up. Upon completion, WWL drops and the falling transition is
coupled to the storage node through the T; gate-to-source ca-
pacitance, causing the storage node voltage to drop. The voltage
drop results in a weak 1, reducing the data retention time and the
read current. On the other hand, the coupling results in a strong
0 as the storage node will be pulled lower than ground after a
write. A possible remedy is to change T to a PMOS and WWL
to active low to help write a strong 1, but it results in a weak 0
instead.

To mitigate the capacitive coupling and the compromise be-
tween 1 and 0, we redesign the 3T cell as in Fig. 8(b) to create
capacitive coupling from two opposing directions based on [29].
Similar ideas have also been discussed in [38], [39]. Compared
to [29], we use LVT NMOS transistors to improve the access
speed by trading off the excess retention time. In this new de-
sign, Ty is connected to the read wordline (RWL), which is
grounded when not reading. To write to the cell, WWL is raised.
WWL coupling still pulls the storage node lower after write, re-
sulting in a weak 1 and strong 0. At the start of reading, the
read bitline (RBL) is discharged to ground and RWL is raised.
The rising transition of RWL is coupled to the storage node
through the T gate-to-drain capacitance, causing the storage
node voltage to rise. The design goal is to have the positive RWL
coupling cancel the negative WWL coupling. The sizing of T
and T'» can be tuned to balance the coupling. Note that the focus
here is on the falling WWL and rising RWL because they deter-
mine the critical read speed. Rising WWL in the beginning of
write does not matter because the effect is only transient. Falling
RWL in the end of read causes storage node voltage to drop, but
it will be recovered when RWL rises in the beginning of the next
read.

D. Retention Time Enhancement

After the cell design is finalized, we need to ensure that its
data retention time is still sufficient to meet the access window
required without refreshing. The data retention time of the 3T
eDRAM cell is determined by the storage capacitance and the
leakage currents: mainly the subthreshold leakage through the
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Fig. 8. Schematic and capacitive coupling illustration of the (a) classic 3T cell
[27], and (b) proposed 3T cell and (c) its 4-cell macro layout.

write access transistor T, and the gate-oxide leakage of T
and the storage transistor T». Fig. 8(b) illustrates the leakage
currents for data 1. Data 1 is more critical than data 0 as it incurs
more leakage and its read is critical.

Both subthreshold and gate-oxide leakage are highly de-
pendent on the technology and temperature. For the 65 nm
CMOS process used in this design, the subthreshold leakage is
dominant over gate-oxide leakage. To reduce the subthreshold
leakage current, we use negative WWL voltage [35] to super
cut-off T after write. Fig. 9 shows the effect of negative
WWL voltage on data 1 retention time at 25°C and 125°C.
At 25°C, the retention time improves from 100 ns to over
1 pus with a —200 mV WWL. At 125°C, the retention time
worsens to 20 ns, but it can be improved to over 1 us with a
—300 mV WWL. A 100k-point Monte-Carlo simulation is used
to confirm that a —300 mV WWL is still sufficient even after
considering process variation. Note that as a proof-of-concept
design, the negative WWL voltage is provided from an off-chip
supply. However, based on [29], charge pumps can be included
to generate the negative voltage on-chip with relatively small
impact on the area and power.

The proposed eDRAM design is scalable to a lower tech-
nology node. However, managing the cell leakage will be im-
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Fig. 9. Cell retention time with negative WWL voltage.

portant with the continued reduction of storage capacitance. In
a future process technology where leakage becomes more sig-
nificant, an LVT NMOS eDRAM may not be able to provide
the necessary retention time. Regular or high threshold voltage
devices and a low-power process may be necessary to ensure a
reliable data retention.

V. EFFICIENT MEMORY INTEGRATION

A compact 1.0 mm X 0.6 mm layout of the 3T eDRAM cell
in a 65 nm CMOS technology using standard logic design rules
is shown in Fig. 8(c). The length of T; and T2 are increased
slightly beyond the minimum length to keep good voltage levels
for storing data 0 and 1. The increased T length also reduces
the subthreshold leakage. The width of both T and Ty are in-
creased slightly to improve the read speed. The two bitlines
WBL and RBL are routed vertically on metal 2 and the two
wordlines WWL and RWL are routed horizontally on metal 3.

An area-efficient 4-cell macro can be created in a 2 X 2 block
using a bit cell, its horizontal and vertical reflections, and its
180° rotation, as shown in Fig. 8(c). This layout allows poly
WWL and diffusion RWL to be shared between neighboring
cells to reduce area. Four RBLs and four WBLs run vertically
on metal 2. The 8 bitlines have fully occupied the metal 2 tracks.

A larger memory can be designed by instantiating the 4-cell
macro. An illustration of a 5 row X 210 column eDRAM array
for the V2C memory or C2V memory in a VNG is illustrated
in Fig. 10. The array is broken to two parts to shorten the
wordlines. 210 single-ended sense amplifiers [40] are attached
to RBLs to provide 210 bits/cycle full-bandwidth access. The
sense amplifier includes a self-reset function to save power and
accommodate process variation.

The cell efficiency for the eDRAM IP is relatively low at 15%
due to the shallow memory and full-bandwidth access without
column multiplexing. The array efficiency can be improved for
adeeper memory. Even at this array efficiency, the effective area
per bit is 4.0 zm?, much smaller than a register. The structured
placement of the eDRAM cells improves the overall area uti-
lization.

A. Sequential Address Generation

Memory address decoder is part of all standard random-ac-
cess memories, but it is not necessary for the memory designed
for LDPC decoder as it only requires sequential access. The
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Fig. 10. Layout and schematic illustration of a 5 x 210 eDRAM array including cell array and peripherals.

memory access sequence can be understood using the multi-iter-
ation pipeline chart in Fig. 7. For the V2C memory, in cycle 0 to
cycle 3, V2C messages are written to row[0] to row[3]. Starting
from cycle 4, there will be one read and one write in every cycle.
In cycle 4, one V2C message is written to row[4], and another
is read from row[0]. In cycle 5, one V2C message is written to
row[0], and another is read from row[1], and so on.

We take advantage of the sequential access to simplify the
address generation using a circular 5-stage shift register [41].
The output of each register is attached to one write enable (WE)
and one read enable (RE). Only one of the registers is set to 1 in
any given cycle and the 1 is propagated around the ring to enable
each word serially. The simple sequential address generation
saves both power and area.

B. Simulation Results

The complete 5 row x 210 column eDRAM array layout is
shown in Fig. 10. The simulation results of the read access time
and power consumption of the memory are plotted in Fig. 11.
At the nominal supply voltage of 1.0 V and WWL voltage of
—300 mV, the read access time is 0.68 ns at 25°C. A higher
temperature of 125 °C decreases the read access time to 0.57 ns,
due to the increasing leakage of the sense amplifier that acceler-
ates the charging of the bitline. This effect on read access time
becomes more significant when the supply voltage is lowered.
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Fig. 11. Simulated read access time (in black) and power consumption (in grey)
of the eDRAM array at 25 °C and 125 °C. Results are based on post-layout
simulation using a —300 mV WWL and power is measured at a 180 MHz clock
frequency.

At 0.7 V, the read access time is 4.1 ns at 25°C and 1.6 ns at
125°C.

The IEEE 802.11ad LDPC decoder requires 32 5x210
eDRAM arrays, two for each of the 16 VNGs as V2C memory
and C2V memory. To achieve the highest required throughput
of 6 Gb/s, the clock period is set to 2.8 ns, and the memory
supply voltage has to be set to about 0.9 V.
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TABLE I
MEASUREMENT SUMMARY OF THE LDPC DECODER AT 5.0 DB SNR AND 10 DECODING ITERATIONS

Frequency (MHz) 30 60 90 180 270 360 | 450 540
c Supply (V) 041 | 045 | 0.51 | 064 | 0.76 | 0.94 | 1.06 | 1.15
ore Power (mW) 5.6 11.0 | 21.0 | 68.2 | 142.8 | 285.8 | 480.1 | 620.1
Supply (V) 0.69 | 0.73 | 0.80 | 092 | 1.03 | 1.11 | 1.22 | 1.30
eDRAM
Power (mW) 6.2 102 | 16.7 | 37.6 | 64.8 | 87.8 | 130.8 | 162.8
Total Power (mW) 11.8 | 21.2 | 37.7 | 105.8 | 207.6 | 373.6 | 610.9 | 782.9
eDRAM Fraction (%) 52 48 44 36 31 23 21 21
Throughput (Gb/s) 0.5 1.0 1.5 3.0 4.5 6.0 7.5 9.0
Energy Efficiency (pJ/bit) 210 | 219 | 356 | 345 | 448 | 61.7 | 76.4 | 89.5
Area Efficiency (Gb/s/mm?) | 0.31 | 0.63 | 0.94 | 1.88 | 2.81 | 3.75 | 4.69 | 5.63
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Fig. 12. Chip microphotograph. Locations of the 32 eDRAM arrays inside the
LDPC decoder and the testing peripherals are labeled.

VI. DECODER CHIP IMPLEMENTATION AND MEASUREMENTS

A decoder test chip was implemented in a TSMC 65 nm
9-metal general-purpose CMOS technology [42]. It was de-
signed as a proof-of-concept to support the rate-1/2 (672, 336)
LDPC code for the IEEE 802.11ad standard, but the architec-
ture also accommodates the three higher rate codes. The chip
microphotograph is shown in Fig. 12. The test chip measures
1.94 mmx1.84 mm and the core measures 1.6 mmx 1.0 mm
including 32 5x210 eDRAM arrays.

The decoder test chip uses separate supply voltages for the
decoder core logic and eDRAM memory arrays to allow each
supply voltage to be independently set to achieve the throughput
targets with the lowest power. Clock is generated on-chip, and
it can also be provided through an external source. The decoder
incorporates AWGN generators to model the communication
channel and provide input vectors in real time. Decoding errors
are collected on-chip to compute the bit error rate (BER) and
frame error rate (FER).

The decoder supports two test modes: a scan mode for debug-
ging and an automated mode for gathering error statistics. In the
scan mode, input vectors are fed through scan chains and the
decoding decisions are scanned out for inspection. In the auto-
mated mode, the decoder takes inputs from the on-chip AWGN

0.0 05 10 15 20 25 30 35 40 45 50 55 60 65 7.0
E,/No (dB)

Fig. 13. Bit error rate performance of the rate-1/2 LDPC code of the IEEE
802.11ad standard using a 5-bit quantization with 10 decoding iterations and
floating point with 100 iterations.

generators, and decoding decisions are checked on-chip for er-
rors. The AWGN noise variance and scaling factors are tuned to
provide a range of signal-to-noise ratio (SNR). We step through
a number of SNR points and collect sufficient error statistics to
plot BER against SNR waterfall curves. The waterfall curves
are checked against the reference waterfall curve obtained by
software simulation.

A. Chip Measurements

The test chip operates over a wide range of clock frequencies
from 30 MHz up to 540 MHz, which translate to a throughput
from 0.5 Gb/s up to 9 Gb/s using a fixed 10 decoding iterations.
Early termination is built-in to increase throughput at high SNR
if needed. The decoder BER is shown in Fig. 13. An excel-
lent error-correction performance is achieved down to a BER
of 10~7, which is sufficient for the application.

Fig. 14 shows the measured power consumption of the
decoder chip, the core and the eDRAM arrays at each clock fre-
quency. The decoder consumes 38 mW, 106 mW, and 374 mW
to achieve a throughput of 1.5 Gb/s, 3 Gb/s, and 6 Gb/s,
respectively, at the optimal core and memory supply voltages
listed in Table I. The power consumption of the non-refresh
eDRAM increases almost linearly with frequency compared
to the quadratic increase in core logic power, demonstrating
the advantage of the eDRAM at high frequency. At 6 Gb/s,
the eDRAM consumes only 23% of the total power, and the
proportion is further reduced to 21% at 9 Gb/s. The power con-
sumption over the SNR range of interest is shown in Fig. 15.
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TABLE 11
COMPARISON OF STATE-OF-THE-ART LDPC DECODERS

This Work JSSC’12 JSSC’11 JSSC’10 ASSCC’11 ASSCC’10 ASSCC’10
[11] [10] [12] [25] [24] [16]
Technology 65nm 65nm 130nm 65nm 65nm 90nm 90nm
Block Length 672 672 576-2304 2048 576-2304 648-1944 2048
Code Rate 172 1/2-7/8 1/2-5/6 0.84 1/2-5/6 1/2-5/6 0.84
Decoding Algorithm M?nf_f;itm Nggz]l:?;ed Nﬁsri,lzie;:d M?nf_f;itm LS?Eﬁd L(;gsr;d LS?fsreid
Min-Sum Min-Sum Min-Sum Min-Sum Min-Sum
Core Area (mm?) 1.60 1.56 3.03 5.35 3.36 1.77 5.35
Iterations 10 5 10 8 10 10 4
Input Quantization (bit) 5 6 6 4 6 5 7
Core Supply (V) 0411094 | 1.15
1.0 12 0.7 12 12 10 0.8 12
Memory Supply (V) 069 | 1.11]130
Clock Frequency (MHz) 30 | 360 | 540 197 214 100 | 700 110 346 847 | 137
Throughput (Gb/s) 05| 60|90 5179 0.874 | 0955 | 6.67° | 47.7° 1.056 0.679 123 1169
Power (mW) 11.8 |373.6|7829 361 342 | 397 | 144 | 2800 115 1074 386.8 | 1559
Norm. Throughput (Gb/s)" 0516090 5.79 1.748 | 191 [2.335°(16.695° 2.112 1.36 5784 | 9.352
Norm. Energy Eff. (pJ/bit)* 21.0 | 61.7 | 89.5 624 1957 12079 617 | 1671 549 79 66.9 | 166.7
Norm. Area Eff. (Gb/s/mm?® | 0.31 | 3.75 | 5.63 3.70 058 | 0.63 | 044 | 3.12 0.63 0.77 108 | 1.75

“ Early termination enabled.

® Throughput is normalized to 10 decoding iterations for flooding decoders and 5 decoding iterations
¢ Early termination requires an average of 2.5 iterations at a 5.5dB SNR. One additional iteration is n
: Energy and area efficiency are computed based on the normalized throughput.
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Fig. 14. Measured LDPC decoder power at 5.0 dB SNR and 10 decoding iter-
ations. The total power is divided into core and eDRAM power. Voltage scaling
is used for the optimal core and eDRAM power.

The power is the highest when the decoder is operating near
the middle of the waterfall region, a result of high switching
activities. The power decreases in the high SNR region due to
the improved channel condition that leads to fewer switching
activities.

B. Comparison With State-of-the-Art

The three metrics of an LDPC decoder implementation are
throughput, power and silicon area. Two efficiency measures
can be derived based on the three metrics: power/throughput (in
pJ/b) gives energy efficiency, and throughput/area (in b/s/mm?)

for layered decoders.

ceded for convergence detection. [12]
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Fig. 15. Measured LDPC decoder power across SNR range of interest at 10
decoding iterations. Voltage scaling is used for optimal core and eDRAM power.

gives area efficiency. Table II summarizes the results of the test
chip along with other state-of-the-art LDPC decoders published
in the last three years. For a fair comparison, we normalize the
throughput to 10 iterations for a flooding decoder and 5 itera-
tions for a layered decoder that converges faster.

As Table II shows, our results have advanced the state of the
art by improving the best energy efficiency to 21 pJ/b in the low
power mode and the best area efficiency to 5.63 Gb/s/mm? in the
high performance mode. We provide a range of operating points
in Table I to show the tradeoff space between energy efficiency
and area efficiency.
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VII. CONCLUSION

We present a low-power logic-compatible eDRAM design for
a high-throughput LDPC decoder. The eDRAM retains storage
for the necessary data access window, eliminating refresh for a
significant power reduction. A new 3T LVT NMOS eDRAM
cell design trades off the excessive retention time for a fast
0.68 ns read access at 1.0 V. To ensure a reliable storage, the
coupling noise is mitigated by balancing the write and read
wordline coupling, and the subthreshold leakage is minimized
by a negative write wordline.

A row-parallel LDPC decoder is designed using 32 5x210
non-refresh eDRAM arrays for the (672, 336) LDPC code suit-
able for the IEEE 802.11ad standard. We use row merging and
dual-frame processing to increase hardware utilization and re-
move pipeline stalls, resulting in a significant reduction of the
clock frequency from 1.07 GHz to 360 MHz. The 1.6 mm?
65 nm LDPC decoder test chip achieves a peak throughput of
9 Gb/s at 89.5 pl/b, of which only 21% is spent on eDRAMs.
With voltage and frequency scaling, the energy efficiency is im-
proved to 35.6 pJ/b for a 1.5 Gb/s throughput.
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