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Abstract—A two-terminal memristor device is a promising dig-
ital memory for its high integration density, substantially lower
energy consumption compared to CMOS, and scalability below
10 nm. However, a nanoscale memristor is an inherently stochas-
tic device, and extra energy and latency are required to make a
deterministic memory based on memristors. Instead of enforcing
deterministic storage, we take advantage of the nondeterministic
memory for native stochastic computing, where the randomness
required by stochastic computing is intrinsic to the devices without
resorting to expensive stochastic number generation. This native
stochastic computing system can be implemented as a hybrid inte-
gration of memristor memory and simple CMOS stochastic com-
puting circuits. We use an approach called group write to program
memristor memory cells in arrays to generate random bit streams
for stochastic computing. Three methods are proposed to program
memristors using stochastic bit streams and compensate for the
nonlinear memristor write function: voltage predistortion, paral-
lel single-pulse write, and downscaled write and upscaled read.
To evaluate these technical approaches, we show by simulation
a memristor-based stochastic processor for gradient descent opti-
mization, and k-means clustering. The native stochastic computing
based on memristors demonstrates key advantages in energy and
speed in compute-intensive, data-intensive, and probabilistic ap-
plications.

Index Terms—Memristor, stochastic computing, stochastic
number generator, stochastic switching.

1. INTRODUCTION

ONTINUED scaling of CMOS technology to the nanome-
C ter scale faces challenges of increasing power dissipation
due to leakage and escalating variations [1]. To sustain scaling
beyond the CMOS, unconventional device structures and new
materials have been proposed with the expectation that they
may be able to complement or replace CMOS devices in the
future. To incorporate new devices and materials in functional
electronic circuits, two common approaches are usually taken:
1) new nanoscale materials or devices used as a channel replace-
ment to improve the mobility of an otherwise conventional tran-
sistor geometry, but problems with transistor scaling including
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Fig. 1. Current—voltage curve of a digital memristor showing hysteretic resis-
tive switching characteristic with high dynamic range.

power consumption, integration density, and interconnect com-
plexity still remain; 2) nontransistor architectures based on new
materials and devices that hold the promise of breaking the bar-
riers of transistor scaling by enabling new computing paradigms
are used. A crossbar structure [2]—[5] is one such architecture
that is made using two sets of nanowire electrodes that cross
each other and form an interconnected network of two-terminal
devices (see Fig. 1).

A two-terminal device can be made of a pair of top and bot-
tom electrodes and an active material sandwiched in-between.
Proper choice of the material can lead to hysteretic resistance
switching [6]—[13] as illustrated in Fig. 1. Such a device essen-
tially acts as a nonlinear resistor with memory, and has been
termed “memristor” [6], [14], [15].

A. Digital Memristor Device

This study focuses on the use of “digital” memristors as de-
scribed in [16]. A digital memristor stores binary information,
i.e., the low resistance on-state equal to “1” and the high re-
sistance off-state equal to “0,” with abrupt resistance changes
with on/off ratio of the order of 10° as shown in Fig. 1. These
digital memristors are “digital” in the sense that they typically
have two stable resistance states under given programming con-
ditions, and the switching transition from the high resistance
off-state to the low resistance on-state is abrupt.

The high dynamic range of the memristor devices simplifies
the read and write operations and improves the robustness. To
write a “1” to a memristor, a programming pulse of sufficient
duration and voltage VDDy.i(. is applied to switch the mem-
ristor to the ON state. To erase a memristor, i.e., write a “0,” a
negative VDD, .5 Voltage is applied to return the memristor to
the OFF state. To read the memristor’s value, a reading resistor
is connected in series with the VDD, .,q supply as shown in
Fig. 2. The high-resistance dynamic range allows the memristor
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Fig. 2. Read, write, and erase a digital memristor device.

values to be read to a nearly full swing digital voltage with a sim-
ple resistor divider circuit. Note that VDD,..,q is usually much
lower than VDDy,it. to minimize the possibility of disturbing
a memristor’s state.

The digital memristors can be built using an M/I/M structure
with two conducting electrodes sandwiching a thin insulator in
the middle. The abrupt switching characteristic is the result of
the formation of a conducting filament that grows when a voltage
is applied as shown in Fig. 1. When this filament bridges the gap,
the memristor has a low resistance. When a voltage is applied
in the opposite direction, the filament will shrink and eventually
break, putting the memristor in a high-resistance state.

Recent results have demonstrated functional prototypes of
digital memristor devices at feature sizes below 10 nm, switch-
ing times below 10 ns, endurance over 10*? write/erase cy-
cles, retention time in the order of years, and low programming
current under 1 pA, but without the same problems plaguing
transistor scaling [9], [12], [13], [17]. Memristor crossbar struc-
tures promise key advantages over CMOS transistor circuits
in ultrahigh density storage, high-bandwidth connectivity, and
convenient reconfiguration. Of particular interest is that mem-
ristor devices are CMOS compatible [18]; thus, a memristor-
CMOS structure can be built to take advantage of memristor-
based high-density storage and routing and efficient CMOS
logic circuits. A functional memristor-CMOS prototype has al-
ready been demonstrated, consisting of a high-density memris-
tor crossbar vertically integrated on top of CMOS logic circuits,
that can be reliably programmed [19].

B. Memristor as an Inherently Stochastic Device

Memristor devices, based on thin metallic-wire electrodes
and amorphous or oxide switching layers, are expected to suffer
from lower yield and larger variation than conventional devices
based on crystalline silicon. Common variation sources include
electrode line-edge roughness causing device to device varia-
tions, and film thickness irregularity leading to device parameter
uncertainty. These spatial variations can be mitigated through
variation-aware methods, which has been a well-studied topic
in nanometer circuit designs.

Compared to spatial variations, the more challenging prob-
lem with memristor devices is the significant randomness
from temporal variations. A memristor’s resistance switching is
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Fig. 3. Histogram of the measured switching time from a single 100-nm
memristor device. The blue line is a Poisson fit [20].

stochastic [20]—[23], rather than deterministic as in conventional
transistor-based devices. For a “digital” memristor that provides
a large dynamic range between logic levels, the change in re-
sistance is associated with the formation and rupture of a dom-
inant, nanoscale conducting filament (either caused by metallic
bridge formation [7], [8], [24] or by stoichiometric change in
the switching material [25], [26]). Such a resistance switching
can now be predicted by physics models, which show that the
ion oxidation and transport processes during filament forma-
tion are thermodynamically driven and are stochastic in nature
for a given filament [7], [20]-[23], [27]. That is, even for the
same filament in the same device with the same applied volt-
age, the switching time is broadly distributed with a statistical
average of {4, . This hypothesis has been confirmed by experi-
mental studies that also shown that the switching time follows
a Poisson distribution with a characteristic, average time 7 (see
Fig. 3) [20], [21]. These results all point to the fact that mem-
ristors are inherently stochastic devices, and the same operation
of the same exact memrsitor device will be accompanied by
significant, inherent temporal variations.

Improving memristor’s reliability is an active research area,
and several approaches have already been proposed: 1) a feed-
back mechanism to check the output upon every write and ad-
just the programming voltage and pulse width [28]; 2) error-
control coding (ECC) to correct possible errors due to varia-
tions [29], [30]; 3) excess programming voltage and long pulse
width to guarantee the correctness of each write. Each approach
has its own drawback: feedback checking in each write increases
the write delay; ECC becomes ineffective when the error rate
is high; and the brute-force approach of excess programming
voltage and long pulse width costs energy and reduces device
lifetime. The extra overhead of the above approaches diminishes
the memristor’s advantages in density and energy efficiency.

Instead of trying to force the nondeterministic device to op-
erate deterministically, a more promising approach is to design
a stochastic computing paradigm to cope with, and even take
advantage of, the nondeterminism, which is the rationale behind
this study.

C. Stochastic Computing: Preliminaries and Challenges

Stochastic computing was invented in 1967 as a low-cost
form of computing based on probabilistic bit streams [31]-[33].
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Fig. 4. Stochastic multiplication by a logic AND gate.
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Fig. 5. (a) Stochastic implementation of logic function y = xjz2x4 +
23(1 — x4) [34], where SNG and counter are inserted to perform the con-
versions between binary and stochastic bit streams and (b) LFSR-based imple-
mentation of SNG.

For example, the number 0.5 can be represented in stochastic
computing by a stream of 8 bits {0, 1, 1, 0, 1, 0, 0, 1} such
that the probability of finding 1 in a bit is 0.5. In the same
way, the number 0.25 can be represented by {0, 1, 0, 0, 0,
1,0, 0}. Compared to the common binary numeral system, the
probabilistic bit stream representation is not unique, but a longer
bit stream provides a higher precision. The bit stream is more
error-tolerant than the conventional binary system, as a bit flip
introduces an equivalent least significant bit (LSB) error. To
use stochastic computing in a binary system, binary numbers
are first converted to bit streams and the output of stochastic
computing has to be converted to binary.

Stochastic computing fills the niche of low-cost computing,
as arithmetic operations can be efficiently implemented. As an
example, the multiplication of a and b can be done using an
AND logic gate, as shown in Fig. 4. The operation can be un-
derstood as follows: by definition of probabilistic bit streams,
P, represents the probability of any bit in stream a being 1;
similarly P, represents the probability of any bit in stream b
being 1; and the bitwise AND operation of the two streams pro-
duces an output stream, in which the probability of having 1 at a
bit position is P, x P, thereby completing the multiplication.
The previous calculation assumes that the two input bit streams
are independent. Correlation between the streams degrades the
accuracy of stochastic computing. For example, if we multiply
two identical bit streams represented by a using an AND gate,
the product will be P,, not P, x P,.

The independence assumption requires the bit streams to be
randomized via stochastic number generator (SNG), as shown
in Fig. 5 [34]. The randomization cost presents a significant
overhead in stochastic computing, sometimes as high as 80% of

the total resource usage [35]. Note that not only the inputs need
to be randomized, reshuffling is also necessary at intermediate
stages to mitigate the correlations introduced by reconvergent
fanouts. The necessity of randomizing bit streams by numerous
SNGs partially defeats the simplicity of stochastic computing.

The extra cost of randomization and binary conversion, along
with limited precision, have indeed prevented the adoption of
stochastic computing. Despite the slow progress, continued re-
search has made the following advances: 1) a large collection
of logic, arithmetic, and matrix operations can now be done in
stochastic computing [34]-[39], all of which share the elegance
of very simple designs and 2) special applications, including ar-
tificial neural networks [40]-[42], image processing [35], [43],
and decoding of low-density parity-check codes [44], [45] have
been successfully demonstrated using stochastic computing.
Note the common characteristics among these special appli-
cations: 1) error-tolerant and 2) compute-intensive, and the
low-cost stochastic computing promises substantial reduction
in complexity.

These special applications are of growing importance, as
they are closely related to the most rapidly growing application
domains including multimedia (image and video), informatics
(sensor and social networks), and intelligence (recognition and
learning), all of which demand orders of magnitude improve-
ment in compute capability and energy efficiency. High-density,
energy-efficient post-CMOS devices such as memristor offer the
potential of overcoming the mounting challenges, but the ensu-
ing problem of nondeterministic switching needs to be addressed
in a scalable and cost-efficient way.

II. MEMRISTOR-BASED NATIVE STOCHASTIC COMPUTING

We develop a “native” stochastic computing to exploit the
nondeterminism in memristor switching for stochastic comput-
ing, as opposed to the conventional attempts to fix the nondeter-
minism [28]-[30]. The proposed stochastic computing is “na-
tive,” as the randomness needed in stochastic computing will be
intrinsic to the devices and no special addition is needed to gen-
erate or ensure randomness. In doing so, we not only obtain the
randomness for stochastic computing for free, but also eliminate
all the extra energy and complexity required for the determinis-
tic use of memristors. The native stochastic computing based on
memristors enables a fundamentally efficient system that is not
possible with either memristor or stochastic computing alone.

The envisioned native stochastic computing system is pic-
tured in Fig. 6. The system consists of memristor memories
integrated with stochastic arithmetic circuits in a CMOS. The
system accepts analog input to be converted to bit stream by
a memristor memory. Basic concepts of stochastic bit stream
generation have been recently demonstrated experimentally by
us [46]. Stochastic computing is performed based on bit streams
and the output bit stream is written to memristor memory. Every
write to memristor memory allows a new bit stream to be pro-
duced (assume that memristor memory is reset before write).
The self-contained system described by Fig. 6 is entirely based
on bit streams and the binary to bit stream conversions are elim-
inated. In this way, the native stochastic computing overcomes
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multiplier.

two hindrances of classic stochastic computing: 1) the large
overhead of stochastic number generation, as randomness does
not naturally exist in purely CMOS circuits and must be created
algorithmically [35], [47], and 2) the extra conversion steps be-
tween binary and bit streams, as the prior designs were never
intended to be self-contained systems.

The native stochastic computing system takes advantage of
both emerging memristor devices and simple stochastic arith-
metic circuits. Since no excess voltage or timing margins are
needed to ensure determinism, good energy efficiency can be
achieved. Simple stochastic arithmetic circuits can be easily
parallelized in a flat topology to deliver high performance. The
lack of dependence between bits in a bit stream, in contrast to
the bit-level dependence in a binary system, shortens the critical
paths and simplifies wiring [an illustration is shown in Fig. 7,
where parallelizing a binary adder results in a complex struc-
ture and wiring as in Fig. 7(a), compared to a parallel stochastic
multiplier that can be efficiently implemented in a flat topology
with simple wiring as in Fig. 7(b)]. The native stochastic com-
puting is inherently error-resilient, as the stochastic memory and
arithmetic provide tolerance against runtime variations and soft
errors.

Note that the native stochastic computing is an end-to-end
system that accepts analog inputs directly. Analog inputs may
need to be amplified, and a sample and hold is also needed for
writing to the memristor. In comparison, the classic stochastic
computing is an entirely digital system that requires analog-to-
digital conversion to accept analog inputs.

In the following sections, we elaborate on the new techni-
cal approaches for each of the three important parts of a native
stochastic computing system: 1) creating probablistic bit stream
using memristors, 2) writing bit stream to memristors, and 3)
carrying out native stochastic computing for practical applica-
tions. These three parts are annotated in Fig. 6.

(2) Stochastic
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III. STOCHASTIC PROGRAMMING

A memristor stores 0 in its OFF (high resistance) state and
1 in its ON (low resistance) state. Before programming, the
memristor must be reset by applying a negative voltage bias
until the memristor enters the high resistance 0 state. To write 1
to a memristor in the O state, a positive voltage pulse is applied to
turn on the memristor. Energy is consumed in this process, and
even after the memristor completes the switching, static current
remains on as long as the pulse is ON. It is therefore desirable
to turn OFF the pulse whenever the memristor turns ON.

Memristor switching is a stochastic process. Based on prior
research, the time to switch follows a Poisson distribution [20].
Given a programming voltage V' and pulse width ¢, the proba-
bility of switching is P(t) = 1 — e~/7, shown in Fig. 8, where
T is the characteristic switching time that depends on the pro-
gramming voltage: 7(V) = mpe~"/" (7, and V} are fitting pa-
rameters) [20], [21]. For an intuitive idea, if we use a pulse
width of ¢t = 7, P(7) = 0.632, the success rate is too low for a
functional memory. If we increase the pulse width to t = 107,
P(107) = 0.99995, the success rate improves but the program-
ming speed is ten times slower and a significant amount of
energy is wasted. Alternatively, we can increase the program-
ming voltage V' to shorten the necessary pulse width, but it also
consumes extra energy and a high voltage accelerates device
wearout and shortens its lifetime.

A. Group Write

Instead of trying to ensure a deterministic programming, we
opt for an energy-efficient, high-speed stochastic programming
using a lower voltage and shorter pulse. Suppose we write 1 to
a memristor cell with a pulse width of 7, the success rate is only
P(7) = 0.632. If we apply the pulse to two cells simultaneously,
each cell has a 0.632 success rate (assuming each cell switches
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independently) and the expected number of 1’s written to the 2
cells is 0.632 x 2 = 1.264. If we expand the write to an array
of 16 cells, the expected number of 1’s is 0.632 x 16 = 10.112.
In the process of writing to an array of memristor cells, we have
essentially accomplished the conversion of the number 0.632 to
a stream of 16 bits whose expected number of 1’s approximates
the given number. We call the write to an array of memristor
cells group write. An illustration of group write is shown in
Fig. 9(a) and the basic concept was recently demonstrated [46].

Group write reduces the voltage and time required to program
memristors which leads to a low-energy consumption. The ap-
proach is different from duplication, as write to a larger group
of cells yields a higher resolution. For example, group write to
16 cells in Fig. 9(a) produces a 4-bit resolution in a probabilis-
tic fashion. The probabilistic distribution of the stored value
depends on the write group size (or bit stream length), as il-
lustrated in Fig. 10. A shorter bit stream sees a larger spread,
but it can still be made useful in some practical applications. An
added advantage of group write is the resilience against dynamic
variations and soft errors, as occasional upsets are unlikely to
distort the distribution and cause functional failures.

Group write saves the cost of stochastic number generators
(SNG) used in classic stochastic computing. The SNGs are com-
monly implemented using linear feedback shift register (LFSR)
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as in Fig. 5(b) [35]. The SNGs generate probabilistic bit streams
based on binary inputs, and they are also needed throughout the
datapaths to reshuffle bit streams, e.g., at every reconvergent
fanout that introduces correlations as one source branches to
different paths before reconverging. Reshuffling is done by first
converting a bit stream to binary, followed by a SNG to gener-
ate a new bit stream. The extensive deployment of SNGs easily
overtakes core arithmetic logic as the dominant cost of classic
stochastic computing. In comparison, the stochastic program-
ming of an array of memristor cells exploits the randomness
native to memristors, thereby eliminating the entire conversion
and reshuffling overhead.

Spatial variations in memristors will degrade the accuracy of
stochastic number generation by group write. A recent experi-
mental study has showed that the memristor fabrication process
can be well controlled, and it also successfully demonstrated
stochastic bit stream generation in the space domain [46]. In
Section IV, we will further analyze the effects of variation
and noise, and demonstrate in Section V the reliable operation
through simulations with random voltage noise.

B. Power Estimate

Stochastic programming simplifies stochastic number gener-
ation and reduces the power consumption. A 100-MHz SNG
made with a 32-bit LFSR and comparator synthesized in a 65-
nm CMOS technology is estimated to consume 80.2 W. The
CMOS SNG generates one stochastic bit every clock cycle. The
memristor-based stochastic computing generates stochastic bits
by simply reading the stochastically programmed memristor
values. With a 1 V read supply voltage, a memristor read con-
sumes a static power of 10 W to read a “1” (i.e., a memristor
in the low-resistance state with R,,, = 100 k€2), and 10 nW to
read a “0” (i.e., a memristor in the high-resistance state with
Ry = 100 MQ). Ry, and R,y are based on fabricated memris-
tor devices. Note that the static power is expected to dominate
the total power consumption. With a feedback mechanism, the
static current can be turned OFF early; thus, the above power
estimates are very conservative. Assuming an equal number of
“1” and “0,” the average power to generate a stochastic bit using
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stochastic programming is approximately 5 W, a 16X reduc-
tion compared to a CMOS SNG.

The classic CMOS stochastic computing system converts
stochastic bits to binary numbers to be stored in memory. The
conversion is done using an up counter. A 100 MHz 32-bit up
counter synthesized in a 65 nm CMOS technology is estimated
to consume 61.4 pW. In a native stochastic computing, the up
counter is eliminated and stochastic bits are stored in memristors
directly.

The static power for writing a “1” to a memristor is estimated
to be 160 uW at a 4 V write supply voltage after the memristor
turns ON (R,, = 100 k€2). Writing a “0” consumes negligible
static power as Rog is much higher. Assuming an equal number
of “1” and “0,” then the average write power is 80 uW. With
a feedback mechanism, the static current can be turned OFF
early, which will result in a much lower power consumption.
Erase power is similar to write power considering the same
static current consumption for the respective states except that
erase naturally has a cutoff mechanism when the memristors
enter the “0” state with a high R, resistance.

The above comparisons demonstrate the potential power effi-
ciency of the memristor-based native stochastic computing over
the classic CMOS stochastic computing. We expect the effi-
ciency of using memristors for stochastic computing will con-
tinue to improve with improved memristor devices supporting
a lower supply voltage and fast feedback mechanisms to limit
static current.

“]”

C. Erasing Memristors

Erasing memristors to restore the high-resistance state be-
fore each write is necessary for the proper operation. Erasing,
or resetting, is done by applying a programming voltage of the
opposite polarity until the memristor enters the high resistance
state. Note that the OFF—ON and ON—OFF switching thresh-
olds are unequal, as shown in Fig. 1, and the characteristic
switching times are different. We use OFF—ON switching to
stochastically program memristors; and use ON—OFF switch-
ing to deterministically erase memristors by adding extra time
margin to ensure a correct erase operation. The extra time mar-
gin needed to erase increases the latency if the same memristor
memory location is continuously being written to. Writing to
the same memory location also leads to an uneven wear-out.
Therefore, we propose using an erasing scheme similar to what
is used in a flash memory, where new data is always written
to a fresh memory location and the locations storing stale data
are queued to be erased [48]. Erasing will be done on a large
block at a time to reduce overhead. This scheme both hides the
latency of erasure and ensures an even wear-out by spreading
writes evenly to all memory cells.

IV. COMPENSATION OF NONLINEAR WRITE
TO MEMRISTOR MEMORY

In a self-contained stochastic computing system, bit streams
are generated from memristor memory for stochastic computing,
and the output bit streams of stochastic computing are written to
memristor memory. To write a bit stream to memristor memory,
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we can take one of the two approaches: deterministic or stochas-
tic. In a deterministic write, each bit of the stream is written to
one memristor cell in a one-to-one mapping; in a stochastic
write, the bit stream is applied to an array of memristor cells
using group write. The difference is that the deterministic write
produces an exact copy, while a stochastic write reshuffles the
bit stream as an elegant way of introducing randomness without
the extra reshuffling overhead.

Suppose we apply group write to write a bit stream in the
form of pulse train to an array of memristor cells as shown in
Fig. 9(b). Assume an 8-bit stream with two 1’s (two pulses) to
represent 0.25. To preserve the value, we set the pulse voltage
for a switching probability of 1/8 = 0.125. After the first pulse
is applied to an array of eight memristor cells, we get on average
1 of the 8 cells to switch ON. After the second pulse is applied,
the effect of two pulses is experimentally verified to be equiv-
alent to one pulse of twice the width [20]. Based on the model
presented in the previous section, the switching probability af-
ter each pulse is described in Fig. 11. The relationship between
switching probability and number of pulses applied is nonlin-
ear: two pulses give a switching probability of 0.234, slightly
below the ideal probability of 0.25. In the extreme case when we
apply a train of eight pulses, the switching probability only goes
up to 0.656 instead of 1, i.e., only 5.25 of the eight cells will
switch ON, resulting in a large error. Therefore, a compensation
scheme is needed to undo the nonlinearity.

A. Voltage Predistortion

The nonlinear pulse train write can be compensated using
voltage predistortion, illustrated in Fig. 9(c), for an approxima-
tion of the ideal linear relationship between switching probabil-
ity and number of pulses. If a suitably large number of voltage
levels are used, voltage predistortion could provide nearly per-
fect compensation. However, the solution based on numerous
voltage levels is expensive. To reduce the cost, we can apply
piecewise approximation made from nonlinear functions to re-
duce the number of voltage levels. A three-piece approximation
is shown in Fig. 12 with a relative error limited to 2.5%. De-
creasing the error comes at the cost of additional voltage levels,
shown in Fig. 13. Compared to a lookup table-based approach,
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Fig. 13. Number of voltage levels needed to remain under a given error bound
using piecewise approximation. Three cases are considered: no voltage noise
(stdev = 0), zero-mean Gaussian voltage noise with standard deviation of 0.1V
(stdev = 0.1), and zero-mean Gaussian voltage noise with standard deviation of
0.2 V (stdev = 0.2).

the piecewise approximation will be especially handy in long
bit streams, while sacrificing only small errors.

Note that voltage predistortion requires a serial write opera-
tion, i.e., the pulses have to be applied sequentially. Serializing
the write operation presents a potential bottleneck in an inher-
ently parallelizable stochastic computing architecture.

B. Downscaled Write and Upscaled Read

Maintaining numerous voltage levels can be expensive and
serial programming slows down the write operation. Futher-
more, in the absence of any nonlinear compensation method, the
accuracy of pulse train write degrades drastically as the input
approaches 1 or full range. This is not surprising since writing
a | requires the memristor cells to switch with 100% certainty,
essentially turning into a deterministic write that is not easily
guaranteed in stochastic programming. A downscaled write cir-
cumvents this problem by mapping the input to a lower range,
e.g., downscaling by a factor of 2 limits the input range from [0,
1] to [0, 0.5]. Within a lower input range, the nonlinearity error
becomes much smaller even without compensation. A scalar
gain function as described in [20] can be applied in readout,
called upscaled read, to undo the downscaled write. The down-
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Fig. 14.  Memristor switching probability assuming no voltage noise, and
zero-mean Gaussian voltage noise of standard deviation = 0.1 and 0.2 V.

scaled write and upscaled read approach uses a single voltage,
requires fewer memristors than the parallel single-pulse write,
and is also parallelizable. However, this approach degrades the
precision due to round-off errors in downscaled mapping.

C. Parallel Single-Pulse Write

Parallel single-pulse write [see Fig. 9(d)] uses a single-pulse
voltage in a parallel write. Instead of applying pulses one by one
as in voltage predistortion, the entire pulse train will be applied
in parallel to a memristor memory. The train is divided into
individual pulse segments and each segment is applied to one
column of memory. In this way, each column of cells is subject
to at most one pulse, thus the name single-pulse. Similar to the
downscaled write and upscaled read approach, this scheme takes
advantage of the fact that the nonlinear cumulative probability
function is relatively linear at the lower end.

The parallel write expands the bit stream representation from
a one-dimensional (1-D) array to a 2-D matrix, and an OR func-
tion is applied to each row to compress the expanded representa-
tion to one single bit stream, as in Fig. 9(d). The given example
happens to work perfectly, but a slight problem arises when
OR’ing multiple 1’s in a row, e.g., OR of two 1’s is 1, thus one
1 is lost. The probability of having multiple 1’s in a row, or the
conflict probability, can be computed beforehand. Based on the
conflict probability, the output bit stream can be compensated
for a possible loss in value. Alternatively, a stochastic scaled
adder followed by a stochastic scalar gain function could be
used to correctly read out the stored value. The parallel single-
pulse approach has an advantage in terms of implementation
cost over the voltage predistortion approach, and it does not suf-
fer from the precision issues of downscaled write and upscaled
read, but more memory is used.

D. Variations, Noise, and Calibration

One fundamental difference between the native and the clas-
sic stochastic computing is in stochastic number generation. In
the classic stochastic computing, stochastic numbers are gener-
ated using SNG; whereas in the proposed system, the stochastic
numbers are generated by the native stochastic switching of
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Fig. 15. Stochastic implementation of (a) a gradient descent solver and (b) a k-means clustering processor.

memristors. The memristor switching is affected by variation
and noise. In the following, we will analyze the effects of vari-
ation and noise, and demonstrate in the next section the reliable
operation through simulations with random voltage noise.

The proposed system can be calibrated to accommodate die-
to-die process variations and temperature. Process variations
manifest themselves in changes of the fit parameters 7, and
Vb in the switching probability equation. The effects of die-
to-die process variations and temperature can be calibrated out
by adjusting the programming voltage, or the width of the pro-
gramming pulse, or both. Within-die local, device variations can
also be calibrated out, but at a higher cost. Therefore, within-die
local, variations should be minimized.

Memristor devices on the same die can share close correla-
tions in their device parameters, but note that the correlations
in device parameters do not affect the independent switching
of each device, i.e., each device will switch independently of
the others even though the device parameters are the same or
correlated. Independent switching of memristor devices is the
basis of the proposed native stochastic computing.

The effect of programming voltage noise can also be cali-
brated out. Given that the voltage noise v,, follows a defined
statistical distribution f(v,, ), a memristor’s switching probabil-
ity function is given by

Po= [ pw) - T

where f(v,) is the probability density function of the volt-
age noise, V' is the nominal programming voltage, and 7y and
Vo are the fit parameters used in the original switching prob-
ability equation. As an example, Fig. 14 shows the memristor
switching probability due to Gaussian voltage noise. Random
voltage noise changes P, , but the same nonlinear compensation
techniques can be used to fit an updated P, curve. For example,
if voltage predistortion is used, the number of voltage levels
needed to remain under a given error bound is given by Fig. 13.
Voltage noise will have no effect on the proposed system, as
long as the noise distribution is known. Also note that since the
switching probability translates into whether a digital memristor
is switched ON or OFF, only the mean switching probability P,
is relevant.

Erratic voltage variations, such as occasional voltage droops
and oscillations, cannot be calibrated out and they cause inac-
curacies in computation. Erratic voltage variations potentially
limits the noise floor of stochastic computing. However, the

algorithms designed for stochastic computing are often error-
tolerant and if such voltage variations happen only intermit-
tently, the system will have a chance to reconverge to the ex-
pected accuracy.

V. APPLICATIONS OF NATIVE STOCHASTIC COMPUTING

Native stochastic computing by the integration of memristor
memory and stochastic arithmetic circuits offers a new energy-
efficient and high-performance computing paradigm. We take
advantage of native stochastic computing for data-intensive pro-
cessing with a soft quality metric—data-intensive so that high-
density memristor memory and easily parallelizable stochastic
arithmetic circuits can be put to good use, and a soft-quality
metric provides the necessary tolerance for a low-cost imple-
mentation.

We demonstrate native stochastic computing for two applica-
tions: a gradient descent solver and a k-means clustering pro-
cessor. The results are obtained using three memristor program-
ming techniques: 1) ideal write, 2) voltage predistortion, and 3)
downscaled write and upscaled read. We also intentionally add
voltage noise to test the robustness of the system.

A. Gradient Descent Solver

Gradient descent is a first-order optimization algorithm used
to find the minimum of a cost function [49]. The algorithm
repeats two simple steps: 1) calculate the gradient of a given cost
function at the current position; 2) move in the negative direction
of the gradient by a step proportional to the magnitude of the
gradient. If the cost function is well conditioned, the minimum
can be obtained by this iterative gradient descent algorithm.

The block diagram of a gradient descent solver is illustrated
in Fig. 15(a). The design can be readily translated to a stochastic
implementation using memristor memory and stochastic arith-
metic circuits. Input positions are stored in memristor memory
and the readout is in bit streams. The gradient is calculated using
stochastic computing circuits including multiply and add, and
the step size is obtained by scalar multiply. The position is up-
dated by the step and stored in memristor memory for the next
iteration. Known stochastic designs are available to perform
add, multiply, and subtract [31]-[33], [36], [38]. Note that all
the arithmetic processing and memory remain in the bit stream
domain and no binary conversion is necessary, thus permitting
a highly efficient native stochastic computing system.
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Fig. 16.  Stochastic gradient descent algorithm using (a) 32-Kbit stochastic bit stream with ideal write, (b) 32-Kbit stochastic bit stream with voltage predistortion,
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of 0.2 V standard deviation. The RMS errors from the exact solutions are given for comparison.
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The design is simulated using 32 and 256-Kbit stochastic bit
streams to represent bipolar stochastic numbers in the range
of [—1, 1]. The experiments are based on the cost function of
f(@,y) = 5 ((x +0.5)% + (x + 0.5)y + 3y?). Three different
memristor programming techniques, ideal write, voltage pre-
distortion, and downscaled write and upscaled read, produce
satisfactory results shown in Fig. 16(a)—(c), respectively. Even
after voltage noise is added, the computation is shown to be
robust as in Fig. 16(d) and (e).

B. k-Means Clustering Processor

In cluster analysis, a set of data points are placed into dif-
ferent clusters whose members are similar, based on a certain
metric [50]. Clustering is essential to many applications includ-
ing image processing, bioinformatics, and machine learning.
k-means is a popular clustering algorithm [51] and it is done
in three steps: 1) select k cluster centers (centroids); 2) place
each data point in one of the clusters to minimize the distance
between the data point and the cluster centroid; 3) recompute
the centroid of each cluster as the average of all the data points
in the cluster. Steps 2) and 3) are repeated until a convergence
condition is met.

The block diagram of a k-means processor is illustrated in
Fig. 15(b), assuming that £ = 3 and L, distance is used as the
similarity metric. Data points and centroids are stored in mem-
ristor memory and the readout is in bit streams. The L; distance
between a data point and each of the centroids is calculated by
stochastic subtraction and absolute value operation, the results
of which are compared using stochastic subtraction and compar-
ison. The data point is written to the respective cluster memory
based on the shortest L; distance. Once a round of clustering
is done, stochastic averaging is carried out to update the cluster
centroids.

Examples of the k-means clustering using stochastic com-
puting and memristor programing techniques are simulated us-
ing 4-Kbit stochastic bit streams to represent bipolar stochastic
numbers in the range of [—1, 1]. 256-point datasets are placed
in three clusters such that the L, distance is minimized to the
cluster centroids. The two different memristor programming
techniques, ideal write and voltage-predistortion, produce sat-
isfactory results shown in Fig. 17. The computation is robust
against voltage noise, as seen in Fig. 17(d).

VI. CONCLUSION

Two-terminal memristor devices are inherently stochastic de-
vices that require extra energy and latency to enforce determin-
istic behavior. This study takes advantage of the memristor’s
stochastic behavior to produce random bit streams needed in
stochastic computing. In the proposed approach, memristors re-
place stochastic number generators in a native stochastic com-
puting architecture.

We present group write to program the memristor memory
cells in arrays to generate the random bit streams for stochastic
computing. To enable linear write to memristor memory, we pro-
pose compensation techniques including voltage predistortion,

IEEE TRANSACTIONS ON NANOTECHNOLOGY, VOL. 13, NO. 2, MARCH 2014

downscaled write and upscaled read, and parallel single-pulse
write. We evaluate the native stochastic computing architecture
by simulating a gradient descent solver and a k-means clustering
processor. Group write together with nonlinearity compensation
techniques are shown to be effective for stochastic memristor
programming. The proposed native stochastic computing archi-
tecture takes advantage of the key benefits of both stochastic
computing and memristor devices to enable a new low-energy,
high-performance, and low-cost computing paradigm.
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