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Abstract—This paper proposes a design methodology for volt-
age overscaling (VOS) of ultra-low-power systems. This paper
first proposes a probabilistic model of the timing error rate for
basic arithmetic units and validates it using both simulations
and silicon measurements of multipliers in 65-nm CMOS. The
model is then applied to a modified K-best decoder that employs
error tolerance to reveal the potential of the framework. With
simple modifications and timing error detection-only circuitry, the
conventional K-best decoder improves its error tolerance in child
node expansion modules by up to 30% with less than 0.4-dB SNR
degradation. With this error tolerance, the supply voltage can be
overscaled by 12.1%, leading to 22.5% energy savings.

Index Terms—Error-tolerant system, K-best decoder, low-
power circuit design, voltage overscaling.

I. INTRODUCTION

A LONG with process improvements, voltage scaling has
also been applied in a wide range of applications to

further reduce power consumption. However, it also increases
stage delay, translating to significant leakage energy per cy-
cle in the near and subthreshold regimes. Therefore, a lower
bound on energy per operation is reached in these operating
regimes [1], [2].

However, the worst-case critical path in a design is not
always exercised, and supply voltage can be overscaled while
maintaining a fixed performance if the system can tolerate
timing errors. Voltage overscaling (VOS) enables improved
energy efficiency beyond the aforementioned lower bound if the
timing correctness assumption is relaxed. To reduce margins in
general error-free systems, circuit techniques [3], [4] have been
proposed to detect and correct timing errors. However, the en-
ergy overhead of error correction eventually exceeds the energy
savings from voltage scaling as the timing error rate rises. On
the other hand, some digital signal processing (DSP) systems
have innate algorithmic error tolerance or can be modified to
achieve error tolerance without significant quality degradation,
as shown in [5] and [6]. These types of systems benefit more
from VOS compared to error-free computing systems paired
with error-correction circuitry.
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To design a voltage-overscaled error-tolerant system, we
need to understand the tradeoff between energy savings and
quality degradation during the design phase and select the
optimal design point. Therefore, an accurate timing error model
is a key enabler to VOS-based design. One approach to build-
ing such a model is exhaustive search with simulation tools.
However, the required design effort increases as system com-
plexity grows. A preferred alternative would be a simple prob-
abilistic timing error model that provides reasonable accuracy,
which will make the design of large DSP systems targeted at
extreme energy efficiency feasible.

This paper proposes a practical design framework using an
analytical timing error distribution model. Starting from the
analysis of a simple ripple carry adder (RCA), we derive a
normally distributed error model for more complex circuits. We
show that the model fits reasonably well with typical circuit
building blocks using simulation and measurement results. We
then apply the proposed model to an error-resilient K-best
decoder. The implemented design shows 22.5% energy savings
beyond error-free computation at the expense of a small SNR
degradation of less than 0.4 dB.

II. RELATED WORK

A. Error-Tolerant DSP Applications

The computation quality of many DSP systems can be mea-
sured by SNR. Generally, such systems are allowed to incur
a reasonably low SNR degradation (often less than 1 dB) to
achieve a given power budget or performance target. In [7], the
authors perform extensive simulations and investigate the bene-
fit of VOS in a finite impulse response (FIR) filter, focusing on
the error magnitude metric without architectural consideration.
Therefore, the SNR performance degrades sharply as the supply
voltage is scaled, limiting the energy improvements.

More advanced approaches that incorporate error-correction
schemes were also proposed. In [6] and [8], a noise-reduction
unit suppresses noise generated from a voltage-overscaled
FIR filter. In [10], a residue number system is applied along
with other techniques to suppress errors in the voltage-
overscaled domain. However, overhead from the additional
noise-reduction unit limits the benefit of VOS.

B. Design Approaches for Voltage-Overscaled Systems

Design approaches to enhance or estimate the effect of
VOS have been previously proposed. Reference [11] suggests
a design flow to redistribute slack for maximizing the amount
of VOS. In [9], input and error statistics are analyzed at the
PVT corners. These methods require extensive simulations to
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determine the degree of improvement. Reference [12] proposes
an enhanced tool to obtain dynamic behavior of circuits.

In [13], clock-skew scheduling is performed based on the
importance of each signal to improve voltage scalability.
Although this provides a simple design approach for voltage-
overscaled systems, process control of clock skew in ultra-low-
power designs is challenging given that the reduced operating
voltages lead to heightened PVT variation.

References [14] and [15] propose simpler prediction models
for timing errors using mathematical approaches. However, the
model in [14] has not been applied to arithmetic units beyond
RCAs. Also, the approach in [15] targets general purpose pro-
cessors and therefore cannot consider the intrinsic properties of
the DSP modules, as is done in this work. Finally, no proposed
voltage-overscaled designs have been demonstrated in silicon.

III. ERROR ANALYSIS IN

VOLTAGE-OVERSCALED SYSTEMS

With conventional techniques discussed above, upon design
modification, e.g., by changing the pipeline stage assignment
or redistributing timing slack, the analysis must be performed
again with mostly different variables, making it challenging to
find the optimal design point. Instead, we propose a simple tim-
ing error model that can be applied to general complex circuits
with acceptable accuracy to provide design guidance. In this
section, we propose a Gaussian distribution-based timing error
model by observations from RCA and generalize it. Finally, it
is verified with fabricated Baugh-Wooley multipliers.

A. RCA Starting Point

The adder is a basic element in typical DSP systems, and
even larger modules such as multipliers are frequently imple-
mented with multiple adders. By first finding an accurate error
model for adders, we can then seek to extend it to the analysis
of larger and more complex modules. The exercise with simple
RCA helps uncover the nature of timing errors for a more
intuitive model.

The worst-case critical path of a RCA is well known to be
the carry propagation path from the LSB to MSB, as shown in
Fig. 1. However, the full critical path is activated infrequently,
and this observation allows us to calculate the probability of
timing errors across the input vector space. Since the path
from LSB to MSB is the longest, we assume that the packet
error rate can be approximated by the MSB error rate. Then,
the probability that the length of the carry propagation path
culminating at the MSB is exactly N in terms of the number
of full adders is given by

pN = pN (1− p) (1)

where p is the probability that the carry input of the full adder
propagates to the next stage. Then, the error rate is given by
the probability that the length of the activated critical path is
larger than the clock period. For p is 0.5 and clock period T ,
the probability ET that a timing error occurs for 32-bit adder is
given by

ET =

32∑

N=T/dfa

pN ≈ 0.5T/dfa (2)

Fig. 1. Critical path and an example activated path in a 32-bit RCA.

Fig. 2. Error rate of RCA from simulation and (2).

Fig. 3. Error rate considering multiple critical paths (N = 16).

where dfa is the delay of a single full adder. Fig. 2 shows the
error rate of a RCA from simulation along with the estimation
of (2), confirming the accuracy of the model in predicting error
rates.

As the system size grows, there are more critical and subcrit-
ical paths in the module, and the error pattern starts to behave
more probabilistically in contrast to the relatively deterministic
model in (2). Given a system with N critical paths following
independent delay distributions, the error rate at the clock
period T is given by

Esystem;T = 1−
N∏

k=1

(1− Ek,T ) (3)

where Ek,T is the error rate of the kth critical path.
To simplify, we assume that all critical paths have distribu-

tions identical to (2) in order to represent a complex system
with multiple critical paths of the same delay. Then, we obtain
the cumulative distribution function (CDF) and the probability
density function (PDF) shown in Fig. 3. Rather than increasing
continuously as timing slack shrinks, error rate behavior is
similar to a Gaussian distribution. Although the PDF in Fig. 3 is
slightly skewed rightward, we can still approximately fit it using
a Gaussian distribution because this is pessimistic in modeling
voltage-overscaled systems since the long tail exhibited in
Fig. 3 will push the zero-error point farther right and lead to
more achievable gains through VOS (i.e., larger margins to
be exploited via VOS) than would be found with a traditional
Gaussian decay in the delay PDF.
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B. Generalized Critical Path Delay Model

As the supply voltage reduces at a fixed clock speed, or
clock period reduces at a fixed voltage, timing slack of the
module also shrinks until a point that the critical path delay
will exceed the clock period. For a system with tight timing
distributions, even subcritical paths will impact the error rate.
However, here we focus on the primary critical paths and
assume they dominate timing errors at relatively low error rates
for simplicity and practicality.

If critical path delay is modeled as a Gaussian random
variable over the input vector space with worst-case delay of
T FO4, it can be viewed as an inverter chain of length T . Each
inverter delay also follows the Gaussian distribution with mean
μ and standard deviation σ. Therefore, the delay of the entire
critical path becomes the sum of random variables

Dpath =

T∑

k=1

Dinv,k ∼ N(Tμ, Tσ2) (4)

where Dpath and Dinv,k are the delays of the entire critical path
and single inverter, respectively. Then, the timing error rate is
the probability that Dpath exceeds a given timing constraint,
which can be calculated with the CDF of a normal distribution.

Although this simplified model trades off accuracy, it sim-
plifies error rate prediction, allowing design optimization in a
voltage-overscaled setting. If μ and σ are known, distributions
of the various pipeline stages and modules in a system are
estimated with this simple equation. Furthermore, timing slack
redistribution or altering of pipeline depth may be performed
without costly iterative circuit simulations.

C. Model Verification With Pipelined Baugh-Wooley Multipliers

This section investigates the accuracy of the simple model
described above in larger digital modules. Multipliers are used
as a test case since they are one of the key components in
DSP systems and are usually significantly larger than adders.
In subthreshold design, leakage energy consumption can be
suppressed by pipelining, allowing pipelined multipliers to
achieve better energy efficiency than un-pipelined multipliers
[17]. However, additional pipeline registers incur switching
power overhead, and there exist an optimal number of pipeline
stages that gives the lowest energy per operation. This section
uses the proposed model to find an optimal pipeline depth for a
voltage-overscaled multiplier.

We implemented pipelined Baugh-Wooley multipliers with
various pipeline depths and fabricated both un-pipelined and
five-stage pipelined versions in a 65-nm CMOS technology
(die photo in Fig. 4). Specific details on the design of an
FFT accelerator using these Baugh-Wooley multipliers can be
found in [17]. The prediction model is compared with both
simulation and silicon measurement results. To validate the
proposed delay model, we first determine whether the actual
error rate distribution follows the Gaussian assumption. We
performed measurements to obtain the error rate of the un-
pipelined multiplier with the result shown in Fig. 5. The plot
indicates the linear relationship between the clock period and
error rate quantile, indicating that the proposed model reflects
the actual error probability reasonably well.

Fig. 4. Fabricated un-pipelined and five-stage pipelined multipliers in 65 nm.
Actual multipliers are obscured by metal fill.

Fig. 5. Error rate quantile-clock period plot from measurements of the un-
pipelined multiplier.

Given an un-pipelined multiplier with critical path delay of
T FO4 that follows a normal distribution N(μ, σ2), an M-stage
pipelined multiplier has a critical path delay of N(μ′, σ′2) with
the relationships

μ′ = μ/M, σ′ = σ/
√
M (5)

based on the model in (4). In addition, pipelining may increase
the number of first-order critical paths, which should be in-
cluded in the error rate calculation. Hence, the error rate of
an M-stage pipelined multiplier at a given clock period T is
given by

Emult;M,T = 1−
{
F (T ;μ′, σ′2)

}C
(6)

where F is the CDF of a Gaussian distribution and C is the
number of critical paths. For voltage-overscaled systems, the
effect of voltage scaling translates to increased gate delays, and
T becomes effectively shorter when normalized to FO4 delay
at the new voltage. Therefore, the effect of voltage scaling is
directly reflected by T in this equation.

To measure the quality of the Gaussian-based prediction
model, we implemented both un-pipelined and pipelined mul-
tipliers with pipeline depths of two, four, and five stages. The
exact values of μ and σ for each multiplier are chosen by fitting
(6) to simulation results, as seen in Fig. 6. We can also calculate
the expected values of μ and σ by using (5), where K is
defined as the ratio of worst-case logic-only critical path delays
between the different pipeline implementations. This definition
of K, rather than directly using the number of pipeline stages,
compensates for sequential overhead and stage delay mismatch.
Results from simulation and (5) are shown in Fig. 7, showing
that the proposed model successfully predicts μ and σ with
errors under 8.4% and 15.5%, respectively.

Fig. 8 shows measurement results of un-pipelined and five-
stage pipelined multipliers along with simulated values and
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Fig. 6. Simulated and estimated error rates of various multiplier designs.

Fig. 7. Critical path delay μ and σ found from simulation and the proposed
model.

Fig. 8. Measurements of un-pipelined and five-stage pipelined multipliers.

model predictions. Since the model calculates the probabilistic
delay over the input vector space, there exists a lower limit of
error probability. For example, if the worst-case critical path of
a 16-bit RCA is activated with only one set of input vectors,
the lowest possible error rate is 2−32. As the multiplier is
pipelined more deeply and more critical paths are included,
the probability of critical path activation increases significantly,
raising the lower limit on the error rate. In Fig. 8, the error rate
of the five-stage pipelined multiplier drops very quickly above
300 mV since the critical paths of Carry Save Adder trees are
not activated, and timing errors only occur in the carry skip
adder with slightly longer critical path delay. At 305 mV, both
multipliers are error free.

Fig. 8 also shows the margins for VOS with a maximum
error rate tolerance of 0.1. As also seen in Fig. 6, this margin
reduces with increasing pipeline depth. A detailed analysis
of the tradeoff between error rate and energy efficiency is
given in Fig. 9. Although a four-stage pipelined multiplier is
the most energy efficient at error-free operation, a two-stage
pipelined multiplier shows comparable efficiency at error rates
of 10−3 ∼ 10−4 due to the steeper increase in error rates for
deeply pipelined systems.

Fig. 9. Energy consumption-error rate plot from simulation.

Fig. 10. K-best decoder architecture.

Fig. 11. Voltage-overscaled CE assignment scheme.

IV. CASE STUDY: ERROR-RESILIENT K-BEST DECODER

For modern and next-generation communication standards,
the multiple-input and multiple-output technique is a key
feature. The K-best decoder has been proposed for improved
throughput and lower hardware cost with only a small SNR
degradation [18]. It accumulates the Euclidean distance from
received symbols to candidate symbols and selects a fixed num-
ber of candidates with the minimum distances at each search
stage. The K-best decoder consists of computational elements
(CE) and sorters. The CE calculates the Euclidean distance to
the most promising child nodes of the candidate lists from the
previous stage and sends this information to the sorters. The
sorters then order the child nodes based on distance and builds
a new K-best candidate list. Fig. 10 shows the K-best decoder
architecture with received signal y, channel information R, and
output symbol s.

The K-best candidate list from the previous stage is already
sorted, and the lower nodes on the list are less likely to survive
until the last stage. This implies that even if an error occurs
during node expansion of lower nodes, it will only have a
minor impact on overall decoding performance. Therefore, if
two separate CEs are used for the upper half and lower half
nodes on the list, we can obtain error tolerance by employing a
voltage-overscaled CE for the latter one, as seen in Fig. 11. A
simple circuit-based timing error detection only scheme, such
as in [3] and [4], can detect errors and set the calculated distance
to infinity to remove erroneous results. SNR degradation due to
voltage-overscaled CE in a practical K-best decoder design with
K=10 and l=3 is described in Fig. 12, showing that the pro-
posed error-resilient K-best decoder can tolerate a calculation
error rate of a CE module up to 0.3 with SNR degradation under
0.4 dB at BER=10−3.

The described CE module was synthesized in a 65-nm
CMOS technology. The critical path consists of two adders and
a multiplier in a series. Fig. 13 shows two pipelined critical
paths with different a number of stages, while the remaining
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Fig. 12. SNR-BER plot for different error rates.

Fig. 13. Two different pipeline stage assignments for the critical path.

Fig. 14. Energy-error rate tradeoffs of CEs for different pipeline depths.

part of the CE is also pipelined accordingly. A three-stage
pipelined design allows for a shorter stage delay and lower
leakage energy. However, the error rate of the entire module
increases much faster due to reduced critical path delay in
(6). The critical path delay of a one-stage CE is expressed as
the sum of two adder delays and one multiplier delay, while
that of a three-stage pipelined CE is dominated by the un-
pipelined multiplier since its error rate increases much faster
than the adder. Fig. 14 shows the relationship between energy
consumption and CE error rate for two pipeline depths. At the
error-free operating point of Vdd = 300 mV, a more deeply
pipelined CE consumes less energy. However, as voltage scales,
the three-stage pipeline CE error rate increases rapidly and
energy per operation becomes equal for the two cases at an
error rate of 10−1. For the given error tolerance of 0.3, the
un-pipelined CE consumes 1.4% less energy per operation. In
addition, it can achieve greater tolerance to PVT variations
thanks to averaging effects, making it a better design choice
for subthreshold operation. Total energy savings from VOS in
this design is 22.5% at 12.1% VOS (Fig. 14).

V. CONCLUSION

We investigated the effect of VOS and proposed a framework
for a voltage-overscaled DSP system design in the ultra-low-
voltage regime. We found that the error rate can be modeled

using probabilistic critical path delays. This observation was
generalized in the form of a Gaussian-distributed critical path
delay model. This model enables rapid design decisions with
reasonable accuracy and was verified against silicon measure-
ments and circuit simulations of pipelined Baugh-Wooley mul-
tipliers. An error-tolerant K-best decoder architecture that can
tolerate CE error rates as high as 0.3 with SNR degradation
< 0.4 dB was presented as a case study of a more complex
system. We identified the optimal pipeline scheme for energy-
efficient operation of CEs in an error-resilient K-best decoder
and showed that VOS enables 22.5% energy savings.
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