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Abstract— Deeply scaled CMOS circuits are increasingly sus-
ceptible to transient faults and soft errors; emerging post-CMOS
devices can be more vulnerable, sometimes exhibiting erratic
errors of arbitrary duration. Applying timing and supply voltage
margin is wasteful and becoming ineffective, and conventional
checking and sparing techniques provide only a limited error
coverage against widely varying errors. We propose a confidence-
driven computing (CDC) model for an adaptive protection
against nondeterministic errors. The CDC model employs fine-
grained temporal redundancy and confidence checking for a
faster adaptation and tunable reliability. The CDC model can
be extended to deeply scaled CMOS circuits that are mainly
affected by transient faults and soft errors, where an early
checking (EC) technique can be used to perform independent
error checking for more flexibility and better performance.
To evaluate the CDC model, we apply a sample-based field-
programmable gate array emulation along with real-time error
injection. The CDC model is shown to adapt to fluctuating error
rates and enhance the system reliability by effectively trading
off performance. To evaluate the EC technique at a finer time
scale, we create a new event-based simulation to capture path
delay distribution, error model, and their interactions. The EC
technique improves the system reliability by more than four
orders of magnitude when errors are of short duration. Both
the CDC model and the EC technique are synthesized in a
45-nm CMOS technology for cost estimates: 1) the area overhead
is as low as 12% and 2) energy overhead can be limited to 19%.

Index Terms— Error detection, error simulation,
field-programmable gate array (FPGA) emulation, reliability,
resilient design.

I. INTRODUCTION

THE scaling of CMOS devices continues to improve the
performance of digital integrated circuits but with sig-

nificant degradation of device reliability [1]–[3]. The reduced
critical charge with each generation of new devices makes
them more susceptible to internal and external noise sources,
admitting transient faults, and soft errors. Low power designs
that rely on reduced supply voltage have increased variations
and sensitivity, further exacerbating the reliability problem [4].

Transient faults and soft errors often last for a short duration.
The impact on the system varies depending on when and
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where the error occurs, known as timing masking and logic
masking, respectively. Sometimes these errors do not harm
to a system [5], while at other times they can propagate
and accumulate, causing system failures. Conservative designs
with margining or error detection and correction, such as
Razor [6] and built-in soft error resilience (BISER) [7], can
be applied to protect systems against transient faults and soft
errors. Continued technology scaling, however, poses addi-
tional challenges in resilient system designs [8], as witnessed
in the increasing spread of datapath delay distribution and error
delay distribution [9]. The addition of the two distributions,
complicated by the random arrivals of errors, requires a
longer and tunable error detection window, rendering existing
approaches wasteful and less effective.

In parallel with CMOS device scaling, a variety of nan-
odevices, such as carbon nanotube, graphene, spin, nano-
electromechanical relay, and memristor, have been proposed to
sustain Moore’s law of scaling for years to come [10], [11].
Although these post-CMOS devices boast potentially much
higher integration density and substantially lower energy
consumption compared with CMOS, some of them exhibit
nondeterministic behavior. For example, memristor switching
is a stochastic process that depends on the probabilistic
filament formation [12], [13]. Such stochastic devices yield
unpredictable operations that are manifested as erratic errors
of arbitrary duration. Containing nondeterministic errors of
unpredictable duration is even more challenging than transient
faults and soft errors alone that are seen in conventional CMOS
devices. Common approaches, including spatial duplication
and checkpoint and rollback in software are very costly [14],
providing only a limited coverage against widely varying
errors.

In this paper, we propose a confidence-driven computing
(CDC) model [29] for protection against nondeterministic
errors over a wide range of rate and duration. The key concept
of the proposed computing model is to employ fine-grained
temporal redundancy with tunable threshold for a faster adap-
tation and an adjustable reliability. The CDC model is suitable
for designs using nondeterministic post-CMOS devices. It
allows systems to adapt to large runtime variations and reduces
excessive design margins for an efficient computing system.

The CDC model can be extended to deeply scaled CMOS
devices that are mainly affected by soft errors and noise-
induced transient faults that often last for a short duration [15].
To be competitive with existing approaches, we propose an
extension of the CDC model called early checking (EC) for
added flexibility and better efficiency. Using the EC technique,
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error checking is performed independently of the main clock.
The independent checking allows the confidence to be accu-
mulated quickly because the vast majority of the datapaths
have significant delay slacks [16] to permit an early start on
checking.

Another contribution of this paper is two new field-
programmable gate array (FPGA)-based methods for the
design and evaluation of resilient systems, a sample-based
emulation method, and an event-based simulation method. The
sample-based emulation method incorporates error injection in
realtime to accelerate error simulation by up to six orders of
magnitude compared with software solutions. The method is
faster than existing FPGA-based error simulations that rely
on prestored error vectors or supplied through scan chains.
The sample-based emulation method incorporates synchronous
error injection and is suitable for systems based on approaches,
including CDC and N-modular redundancy (NMR).

To accurately account for transient faults and soft errors and
timing masking effects that are important in systems protected
by EC, as well as other well-known approaches, such as Razor
and BISER, we propose an event-based simulation method that
considers the path delay distribution and error occurrence at
a finer time scale. The event-based simulator keeps track of
complex runtime scenarios using events, e.g., path completion
and error occurrence, for the quantitative evaluation of a
resilient design. The fast sample-based emulation and the
versatile event-based simulation improve upon the previous
works in error simulation [17], [18].

The proposed CDC model is evaluated using the sample-
based emulation method and EC technique using the event-
based simulation method. The results demonstrate several
orders of magnitude improvement in system reliability with
a moderate to negligible throughput penalty. Synthesized
designs using a 45-nm CMOS technology show that the
area and energy overhead for CDC and EC are as low
as 10% to 20%.

II. RELATED WORK

Error tolerance and error correction are the primary solu-
tions to designing resilient systems. Error tolerance can be
provided by the algorithm itself. For instance, digital signal
processing algorithms such as image and video processing
naturally accommodate imprecision in the computation [19].
Low-power circuits have been designed to take advantage
of the algorithmic noise tolerance (ANT) [20], where errors
incurred because of supply voltage over scaling can be tol-
erated by the algorithm. Similarly, the scalable stochastic
processor [21] applies error-scaling friendly circuits to make
full use of algorithmic error tolerance. Error tolerance can also
be provided at the architecture level, as done in error resilient
system architecture (ERSA) [22] that employs multiple cores
of lower reliability to execute probabilistic applications. These
recent researches improve the robustness, and thus the supply
voltage and clock frequency margins can be reduced to lower
power consumption and improve performance. Error tolerance
techniques are, however, often limited in their applicabil-
ity. ANT, stochastic processor, and ERSA all rely on the

Fig. 1. Error detection and recovery techniques and the applicable error
duration.

Fig. 2. Proposed CDC model incorporating confidence estimators.

characteristics of the target algorithms and they need to be
tailored to each.

Error detection and correction is general purpose and it is
usually aided by spatial duplication or temporal redundancy.
For example, feed-forward recovery uses spatial duplication to
detect and correct errors with no interruption to the compu-
tation. The approach is commonly known as NMR. Its cost,
however, increases to support a wide range of device error
rates [23]. The BulletProof design [24] incorporates adaptive
sparing using routers in a defect-tolerant architecture, but the
area and energy overhead are still significant.

In Fig. 1, we classify different error recovery techniques
based on their target error duration from short transient to
permanent. NMR is capable of correcting both permanent
and transient errors. If an error is known to last for a
short duration, a more area- and energy-efficient alternative
is through temporal redundancy [25] that can be implemented
in a checkpoint and rollback scheme. The Razor technique
[26] performs rollback at the circuit level by a parallel shadow
latch to detect and correct errors. Razor only incurs a small
performance overhead, but the error detection window is short
and fixed, limiting its effectiveness for errors that last for a
larger fraction of a cycle. An alternative circuit-level rollback
and recovery technique [27] requires a duplicate datapath
for error detection and rollback buffers for correction. The
rollback recovery technique has a smaller area overhead com-
pared with NMR, but the protection level cannot be adjusted
either.

The CDC model proposed in this paper can be applied with
temporal redundancy to extend the error detection window to
multiple clock cycles. It also allows temporal redundancy to
be applied in conjunction with spatial redundancy to improve
throughput and latency. Its key feature is that it enforces a
confidence threshold to be met by looking for agreements,
either through repeated computation over the same datapath
(temporal redundancy) or duplicate datapaths (spatial redun-
dancy), as shown in Fig. 2. The confidence threshold can be
adjusted based on the device error rate and the application
requirement. For example, when the application-required reli-
ability is high and the device error rate is high, the confidence
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Fig. 3. Combination of spatial and temporal redundancy for an efficient
error-resilient computing system.

Fig. 4. Block diagram of confidence estimator.

threshold is raised to allow more repeated computations. The
combination of spatial and temporal redundancy produces an
adaptive resilient computing shown in Fig. 3.

III. CONFIDENCE-DRIVEN COMPUTING

In the CDC model, a datapath is partitioned into segments
where the probability of error of each segment is bounded.
A confidence estimator is placed at the end of each segment
to harden the output for forward propagation to the next
stage. A confidence estimator consists of four components:
1) a flip-flop; 2) a checker; 3) a counter; and 4) a small con-
troller as shown in Fig. 4. The confidence estimator samples
the output of the datapath in every clock cycle and compares it
with the previous sample stored in the flip-flop (through tem-
poral redundancy). The checker performs the comparison and
looks for either an agreement or a disagreement. The counter
keeps track of the confidence level: the confidence level is
raised upon an agreement and reset upon a disagreement. The
controller ensures that the confidence level reaches a required
threshold before allowing the output to be propagated through
the main flip-flop by enabling the clock.

An n-bit counter is capable of tracking 2n distinct confi-
dence levels. The lowest confidence level indicates bypass. The
controller generates handshaking signals to synchronize with
its neighboring stages. Upon confirming the confidence level
meeting the required confidence threshold, the controller sends
a request req to the following stage. Once the following stage
becomes ready to accept a new input, an acknowledgment
ack is sent back and the controller then enables the main
flip-flop to pass the current output to the next stage. We
develop two synchronization schemes: 1) lockstep synchro-
nization and 2) speculative synchronization, and a method to

Fig. 5. Flow chart of lockstep synchronization.

Fig. 6. Flow chart of speculative synchronization.

incorporate spatial redundancy. The operations are elaborated
in the following sections.

A. Lockstep Synchronization

Lockstep synchronization guarantees the output of one stage
to be hardened before it is propagated to the next stage. A slow
stage, because of errors, holds back the output and leaves
the neighboring stages waiting. The flow chart of lockstep
synchronization is shown in Fig. 5. The output is sampled
and checked for agreement. The counter accumulates the
confidence level until it reaches the confidence threshold, at
which point the current stage enters the ready state and sends
a req to the following stage. It waits until the following stage
signals an ack and then enables the output to be propagated
to the following stage. After the output exits the current stage,
an ack is also passed to the previous stage.

The confidence threshold is the primary knob to tune the
output reliability level. A confidence threshold of 2 requires
two agreements and a threshold 3 requires three agreements.
Note that the confidence estimator looks for consecutive
agreements in time, which is different from the majority
voting scheme used in NMR. A disagreement resets the confi-
dence level and restarts the confidence accumulation process.
Through setting higher threshold in the less reliable stages,
we can avoid having less reliable stages dominate the overall
system error rate and therefore improve the system reliability
more effectively.

B. Speculative Synchronization

Speculative synchronization allows an output to proceed to
the next stage even if the confidence level has not reached
the confidence threshold. Compared with the lockstep scheme,
speculative execution shortens the latency and permits a higher
throughput. The flow chart of speculative synchronization is
shown in Fig. 6. Under this scheme, the confidence estimators
act as transparent gate keepers: tentative output is passed to
the next stage when the next stage is ready, while the tentative
output is still being hardened by the current stage. When the
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current stage finally reaches the confidence threshold, an ack is
sent to the previous stage, indicating that it is ready to accept
a new input. Note that to ensure data being hardened in the
correct sequential order using the speculative synchronization,
the confidence threshold in each stage needs to be set to no
lower than the one in the previous stage.

Speculative synchronization cuts the idle cycles when one
stage is complete and waiting for the previous stage to finish
accumulating confidence. The scheme assigns tentative work
to otherwise idle stages. Therefore, it improves the throughput
and latency compared with the lockstep scheme. The specu-
lative synchronization provides almost identical protection as
the lockstep scheme, but the energy consumption is higher
because of higher switching activity in speculative execution.

C. Spatial Redundancy

To speed up the accumulation of the confidence level for
a higher performance, spatial redundancy can be incorporated
in conjunction with temporal redundancy. The simplest way to
include spatial redundancy is by providing a duplicate datapath
in the form of dual modular redundancy (DMR). A duplicate
datapath allows the confidence to be accumulated quickly, thus
increasing throughput and minimizing latency. DMR is less
expensive than triple modular redundancy. Errors detected in
DMR trigger recomputations for error correction in an iterative
DMR method. The interstage synchronization is performed
using either the lockstep or the speculative scheme that is
described.

IV. RELIABILITY AND PERFORMANCE EVALUATION

USING SAMPLE-BASED EMULATION

To evaluate the reliability and performance of CDC, we
propose an FPGA-based system emulation, which has been
demonstrated to accelerate error simulation by up to six
orders of magnitude [17]. Fast emulation permits reliability
measurement down to low error rates that are relevant in
practical systems, and bit- and cycle-accurate emulation also
provides good performance measurements. Compared with
other hardware emulators proposed in the past, our emulator
uses realtime, on-FPGA error generation, instead of prestored
error vectors or scan chains, hence a much higher emulation
throughput is possible.

We use a coordinate rotation digital computer (CORDIC)
processor as the test vehicle and the emulation platform is
shown in Fig. 7. The platform consists of an error-free 16-bit,
12-stage CORDIC processor as the reference and an identical
but fault-injected CORDIC processor protected by CDC. The
entire system is mapped to a Xilinx Virtex-5 FPGA on a
BEE3 platform [28]. The platform offers ample resources for
evaluating complex designs.

An error injection block is added to the end of each
CORDIC stage to simulate runtime errors as shown in
Fig. 8(a). The error injection block inverts the output bits
using XOR gates based on the error rate that is selected.
Random errors are generated using a set of linear feedback
shift registers (LFSR) by comparing their values to constants:
if the LFSR values match the constants, bit errors are injected

Fig. 7. FPGA-based system emulation platform for quantitative evaluation.

Fig. 8. (a) Error injection mechanism. (b) Error generator.

by inverting the bits. Because each LFSR produces 1 and 0
with nearly equal likelihood, the probability of error being
generated is 2−x , where x is the length of the constant. A set
of maximal-length LFSRs of various lengths is used, each
of which produces a different error probability. An error rate
selector, shown in Fig. 8(b), sets the error rate by choosing
one of the LFSRs. Using this platform, we were able to collect
more than 1000 errors for a reliable estimation of the system
error rate at 10−10 in one week.

A. Reliability Evaluation

Emulation proves the effectiveness of CDC. The system
error rate (the probability of an incorrect system output) as
a function of the circuit node error rate (the probability of
error of any circuit node) is shown in Fig. 9(a). Without any
protection, the error rate of the CORDIC processor is three
orders of magnitude higher than the node error rate because
of the large number of circuit nodes that are subject to errors.
With confidence estimators placed at the end of sixth stage
and 12th stage of the CORDIC processor and as we increase
the confidence threshold, the system error rate decreases by at
least four orders of magnitude when the node error rate is at
10−5 or lower.

To translate the error rates to practical terms, if we were to
guarantee a mean time between failure (MTBF) of two years
for a 1-GHz CORDIC processor, the required node error rate is
10−22 if no protection is used. This extremely low node error
rate is possible with current mainstream CMOS technology
but will likely become difficult with continued device scaling
and the new generation of nano devices. Through inserting
confidence estimators, the required node error rate is relaxed
to 10−11 with a confidence threshold of 2 and 10−8 with
a threshold of 3. The threshold can be adjusted at runtime
based on the underlying circuit error rate and the application
requirement.
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Fig. 9. (a) System error rate based on FPGA emulation results (solid line)
and extrapolation (dashed line). (b) Average delay per computation as the
confidence threshold is adjusted.

Fig. 10. (a) System error rate and (b) average delay of the CORDIC
processor using temporal redundancy only and DMR (assume a confidence
threshold of 2).

For a better protection, the DMR method can be applied.
The improved reliability shown in Fig. 10(a) is due to the
difference between confidence accumulation policies: an error
in DMR invalidates one pair of computations from both the
primary and duplicate datapath; thus the number of agree-
ments needed on average to reach the confidence threshold is
slightly higher. The DMR method is also capable of detecting

Fig. 11. Average delay per computation improves with more fine-grained
placement of confidence estimators (a) at confidence threshold = 2 and (b) at
confidence threshold = 3 when only temporal redundancy is considered.

permanent errors when a confidence estimator consistently
reports disagreements and fails to meet the confidence thresh-
old over a large number of clock cycles. An adaptive sparing
method can be used to dynamically allocate additional spatial
redundancy to overcome permanent errors.

B. Performance Evaluation

A high confidence threshold provides better protection but
it also decreases the throughput. Fig. 9(b) shows the average
delay per computation (the inverse of throughput): when the
node error rate is moderate to low, a confidence threshold of
2 requires at least two clock cycles per computation and a
threshold of 3 requires at least three cycles per computation.
When the circuit node error rate is high, the delay becomes
significant using a higher threshold. Frequent node errors slow
down the process of gathering agreements. It is therefore more
advantageous to operate CDC at the lowest confidence thresh-
old that provides the necessary reliability. The runtime config-
urable confidence threshold accommodates device fluctuations
and different reliability requirements among applications.

Confidence estimators can be placed in finer grained inter-
vals to reduce the throughput penalty. A fine-grained place-
ment of confidence estimators shortens the path and bounds
the probability of error, contributing to a faster convergence
toward the required reliability. The sampling clock frequency
can also be increased because of the shortened delay per stage.
Fig. 11 shows the improved average delay per computation
as more stages of confidence estimators are inserted to the
same CORDIC processor. The improvement becomes more
significant at high circuit node error rates because of the
faster convergence toward the confidence threshold. The delay
improvement is also attributed to the increased clock frequency
as more confidence estimator stages are inserted.
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Fig. 12. (a) System error rate and (b) average delay of the CORDIC processor
using lockstep and speculative synchronization.

TABLE I

AREA AND ENERGY OF CDC WITH TEMPORAL REDUNDANCY ONLY

(CE: CONFIDENCE ESTIMATOR. CT: CONFIDENCE THRESHOLD)

These discussions are based on lockstep synchronization.
The speculative synchronization further improves the through-
put when the circuit node error rate is high as shown in
Fig. 12(b). In addition, the speculative scheme shortens the
latency of computation: when the circuit node error rate
is moderate to low, the latency of computation is almost
independent of the confidence threshold because a tentative
output is passed along without waiting, followed by parallel
checking performed at all the stages. Therefore, the speculative
synchronization is especially attractive for latency-sensitive
applications.

C. Implementation Results and Case Study

We estimate the performance, area, and energy of the CDC
design by synthesizing it along with a CORDIC processor
using a 45-nm CMOS technology. Table I lists the comparison.
Having one stage of confidence estimator increases the clock
period by 30% and introduces an 8% area overhead. Additional
stages of confidence estimators reduce the clock period, but
the area overhead rises. There is, however, a limit to how
fine-grained confidence estimators can be efficiently placed
due to the diminishing improvement in throughput and the
escalating cost of area and energy. Design time decisions need

TABLE II

AREA AND ENERGY OF CDC WITH DMR

Fig. 13. Normalized energy overhead of three schemes for a highly reliable
general purpose processor that requires an MTBF of two years.

to be made based on the expected range of circuit error rates
along with the area and energy constraints imposed by the
design. DMR provides better throughput, but the energy and
area are 58% and 64% higher, respectively, by comparing the
results in Tables I and II (when using four stages of confidence
estimators).

We show a case study based on a highly reliable general-
purpose processor that requires two years of MTBF. Fig. 13
shows the tradeoff between the energy and system reliability
of CDC compared with the conventional NMR scheme. CDC
guarantees a given system error rate of 10−17, even when the
underlying circuit node error rate fluctuates between 10−11

and 10−6. The protection can be accomplished in several
ways: temporal redundancy only or DMR with either lockstep
or speculative synchronization. When circuit node error rate
increases, the reliable system is achieved by setting a higher
confidence threshold with a gradual increase of energy. In
comparison, the energy of N-module redundancy is much
higher.

V. EARLY CHECKING

In CDC, error checking holds back the datapath. Errors
increase the delay to reach the required confidence, resulting
in an inefficient checking for short-duration errors, such as soft
errors and errors because of coupling noise and voltage droop.
To overcome this challenge, we propose an EC technique,
built on top of the CDC model. The EC technique exploits
the delay slack in the vast majority of the datapaths for fast
error checking and confidence accumulation.

We first show in Fig. 14 a realistic example of path delay
profile of a synthesized 16-bit 12-step CORDIC processor
assuming uniform random inputs. The delay profile can be
modeled using a Gaussian distribution with a mean of 0.75
and a standard deviation of 0.08, normalized to the longest
path delay. The clock cycle boundary is drawn at 1 to contain
the longest path. Extra margins are often added in practice
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Fig. 14. Path delay distribution of a 16-bit 12-step CORDIC processor.

to accommodate process variation and runtime fluctuation.
A research in [16] also shows that 70% of the datapaths
in a commercial processor have at least 20% timing slack.
Therefore, the confidence estimator can start sampling early,
well before the clock edge, thus the name EC.

A. Early Checking

Using EC, glitches because of transient and soft errors will
be detected and invalidated and a required confidence can be
met before the clock edge without using an extra clock cycle.
If the required confidence cannot be met by the clock edge
because of long path delay or errors or both, an additional
clock cycle is needed. Long path delay is statistically less
likely, thus the performance penalty will, however, remain low.

To implement EC, we decouple datapath from error check-
ing and place them on separate clocks. Error checking will
operate on a possibly faster sampling clock sclk, so the
confidence level can start accumulating early and quickly. The
datapath samples the confidence level at the main clock clk
and makes the propagation decision. EC can be shown using
the same block diagram in Fig. 4, except that the checking path
runs on sclk instead of clk. The interface between the datapath
and error checking is the confidence level—error checking
accumulates the confidence level at the sclk frequency and
the datapath inspects the confidence level at the clk frequency.
It is not necessary to have sclk and clk synchronized or phase
aligned; thus the sclk generation can be simplified or self timed
using a small ring oscillator. The sclk of different stages do
not need to be synchronized either, and sclk can also be shared
among multiple stages to save cost.

B. Functional Analysis and Comparison

The conceptual timing diagram of EC is shown in Fig. 15,
where the sampling clock sclk runs independently of the main
clock clk and the two are not necessarily phase aligned. The
confidence estimator starts accumulating confidence at the first
possible sclk edge. If sclk is fast, the confidence level quickly
reaches the threshold and saturates. After some time, D makes
the final transition to the correct value. The transition is
detected by the confidence estimator as a disagreement, which
resets the confidence level to 0. The confidence estimator
continues to sample D and looks for additional agreements.
On the next edge of clk, the confidence level is inspected and

Fig. 15. Conceptual timing diagram illustrating EC.

as it matches the confidence threshold, the output of the current
stage is allowed to propagate through the main flip-flop.

In an error-free operation, a late arriving output will be
treated as tentative if an insufficient confidence level is accu-
mulated before the clk edge, and the output will be held in
the current pipeline stage for one more cycle. The probability
of holding depends on how often the long paths are exercised.
This probability can be very low for delay distributions with
long tails, as in the case of deep submicron circuits running at
a reduced supply voltage [20]. We expect that the performance
loss will be low if the critical paths are only infrequently
exercised and the confidence level is relatively low.

The effect of a transient fault or soft error depends on its
arrival time and duration. If an error arrives before the output
makes the final transition, it is not different from the error-free
case that is discussed. If an error arrives at the same time or
after the output makes the final transition, it will prolong the
final confidence accumulation and increase the probability of
holding. A high error rate or long error duration will further
increase the holding probability, leading to performance loss.

The EC technique can be compared with other common
approaches such as Razor and BISER that also target errors of
short duration. The comparison is shown in Table III. Razor
double samples and looks for an agreement. It introduces a
small area overhead, and the impact on performance is small.
The protection level is, however, dictated by the checking
duration and it is fixed during design time. BISER has been
presented to monitor errors by detecting suspicious transitions.
Its area overhead is small but the impact on performance is
decided by the checking duration. A longer checking duration
results in more performance degradation. Similar to Razor, the
checking duration of BISER is fixed and cannot be changed
to adapt to various protection levels. In contrast, the EC
technique offers a tunable protection level by setting the
confidence threshold. The impact on performance depends on
the confidence threshold and the runtime delay distribution.

VI. RELIABILITY AND PERFORMANCE EVALUATION

USING EVENT-BASED SIMULATION

The effectiveness of a resilient design is highly dependent
on the complex interplay of error events (error occurrence
and duration), path events (path start and end), and the error
protection mechanism. The FPGA-based emulation is cycle-
based and events can only occur at clock cycle boundaries.
Such a platform is sufficient for a sample-based technique
such as CDC that is described. The EC technique is, however,
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TABLE III

COMPARISONS OF ERROR DETECTION TECHNIQUES WITH SHORT CHECKING DURATIONS

more fine grained, and it requires a transient simulator for the
quantitative evaluation.

To speed up the transient simulation, we propose an FPGA-
based event simulator. The simulator consists of path delay
model, error model, and the EC technique to be tested.
The simulation operates on the FPGA system clock. The
main clock period, sampling clock period, path delays, and
error durations are in units of the FPGA system clock
period Tsys. For example, we can set the main clock period
Tclk = 1000Tsys, and the sampling clock (sclk) period Tsclk
is set independently, e.g., Tsclk = 100Tsys. The path delay
model is implemented as a random number generator based
on its statistical distribution (see Fig. 14). The transient and
soft error models are implemented similarly.

The simulation is conducted in steps of Tsys. In each
Tsys, the simulation controller determines whether the path
under test gives a valid output based on the time elapsed,
delay generated by the delay model, and error occurrence and
duration given by the error model. The confidence estimator
samples the output at sclk, and increments or resets the
confidence level. The confidence level is sampled at clk to
decide whether to propagate the output or to hold it for one
more cycle.

The FPGA simulation platform operates at a frequency of
100 MHz or higher, thus a 100 kHz simulation throughput
is possible if Tclk is set to 1000Tsys. This setup allows us to
collect about 20 errors in two weeks for an estimation of the
system error rate at 10−10. A finer time resolution is possible,
but the simulation throughput will be reduced proportionally.

A. Error Simulation

A transient error flips the validity of the path output (from
valid to invalid) and causes an error. Both the error arrival
time and duration are tunable in Tsys steps. Fig. 16 shows the
construction of the error model. In each Tsys step, it produces
a conditional error using an LFSR. To model error duration,
a counter is started upon error assertion to keep the error for
the error duration. The error duration can also be randomly
generated.

Fig. 17 illustrates the timing of the FPGA-based event
simulation platform. All events are lined up with the FPGA
system clock. Error events can be programmed to model their
natural occurrence and duration. The simulation platform is
general purpose and not tied to any circuit implementation.
It provides a high simulation throughput and can be easily
extended to other related work.

Fig. 16. Error generator based on error rate and duration.

Fig. 17. Timing charts of the FPGA-based event simulation. (a) Main clock.
(b) Sampling clock. (c) Error generation.

TABLE IV

NORMALIZED THROUGHPUT OF EC IN ERROR-FREE OPERATIONS

B. Experimental Evaluation

To set up the experiment, we set Tclk = 1000Tsys, and
created a Gaussian path delay model following the path delay
distribution shown in Fig. 14, with a mean and standard devi-
ation set to 0.8Tclk and 0.0625Tclk. The tail of the distribution
beyond 3.2σ is saturated to meet Tclk.

We first evaluate the performance of EC under error-free
operations. Table IV shows the normalized throughput. In an
error-free operation, the throughput is determined by the length
of the error detection window, or the product of the sampling
clock period Tsclk and the confidence threshold. Increasing
the confidence threshold prolongs the error detection window,
degrading the throughput because of long paths that need
extra time to meet a required threshold. Nevertheless, the
throughput can be improved by shortening Tsclk. For example,
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Fig. 18. System error rate without any error protection (error duration Terr
is normalized to Tclk).

Fig. 19. System error rate as the confidence threshold is adjusted (assume a
transient or soft error rate of 10−5 and Tsclk = 0.05Tclk . Error duration Terr
is normalized to Tclk). FPGA simulation results (solid line) and extrapolation
(dotted line).

at a confidence threshold of 3, shortening Tsclk from 0.1Tclk
to 0.05Tclk improves the throughput by 65%.

As errors are injected to the system, the reliability starts
to degrade. Fig. 18 shows that the CORDIC processor’s error
rate increases with transient and soft error rate and duration.
Fig. 19 shows the effect of adjusting the confidence threshold
while holding Tsclk and the transient error rate constant. As
the confidence threshold is raised by 1, the system reliability is
improved by three orders of magnitude or more. It is, however,
important to notice from Fig. 19 that the sampling clock period
Tsclk should be chosen to match or exceed the error duration
Terr to guarantee a minimum error detection window for an
appreciable improvement in reliability.

Fig. 20 shows the effect of errors of long and short
durations. If errors last for a relatively long duration, e.g.,
Terr = 0.1Tclk, it is necessary to select the sampling clock
period Tsclk ≥ Terr for a more effective improvement of the
system reliability. On the other hand, if errors are known to be
very short, e.g., Terr = 0.01Tclk, the length of Tsclk has little
impact on the system reliability. The throughput is given in
Fig. 21. A long Tsclk or a higher confidence threshold degrades
the throughput. Interestingly, the normalized throughput sat-
urates to approximately 0.5 as one additional (main) clock
cycle provides more than sufficient time for accumulating a
high enough confidence using EC.

To summarize the results, the throughput of a system is
determined by the length of the error detection window, or
the product of Tsclk and confidence threshold. A short window
enables a higher throughput as less time is needed to attain

Fig. 20. System error rate versus confidence threshold [assume a transient
(or soft) error rate of 10−5]. FPGA simulation results (solid line) and
extrapolation (dotted line).

Fig. 21. Normalized throughput versus confidence threshold [assume a
transient (or soft) error rate of 10−5].

TABLE V

NORMALIZED ENERGY OF SYSTEM BASED ON EC

the required confidence. For a good protection, Tsclk needs
to match or exceed Terr. Therefore, we formulate a two-step
design strategy: 1) tune Tsclk to match the expected error
duration and 2) set the confidence threshold to obtain the
required system error rate.

C. Implementation Results and Case Study

A 16-bit, 12-step CORDIC processor is synthesized in a
45-nm CMOS technology. The area overhead of implementing
EC is only 12%. The energy overhead is as low as 20% at a
low confidence threshold, and it increases marginally with a
higher confidence threshold as listed in Table V.

We formulate a case study based on a general purpose
processor that requires a very low system error rate of 10−20.
Transient and soft error rates are assumed to vary between
10−9 and 10−5, and the error duration varies between 0.01Tclk
and 0.1Tclk. Resilient computing can be accomplished by
tuning the confidence threshold and sampling clock period
Tsclk, the results of which are shown in Fig. 22. For example,
when the transient (or soft) error rate is 10−9, the confidence
threshold can be set to 3, 4 or 5 at Tsclk = 0.05Tclk to
accommodate error durations ranging from 0.01Tclk to 0.1Tclk.
The long error duration of 0.1Tclk warrants an increase of
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Fig. 22. Adjustment of confidence threshold and sampling clock period to
deliver the required system error rate of 10−20.

Tsclk to 0.1Tclk and the confidence threshold can be reduced
to 3 while still satisfying the system error rate requirement.
A higher transient (or soft) error rate of 10−5 requires a higher
confidence threshold of 7, 8, and 13 for error durations ranging
from 0.01Tclk to 0.1Tclk to meet the system reliability.

VII. CONCLUSION

We present a CDC model to protect the circuits built on
highly variable and nondeterministic devices. The reliability is
enhanced by confidence estimators that rely on either temporal
redundancy only or the combination of temporal and spatial
redundancies. The area and energy cost can be kept low using
temporal redundancy only, whereas the combined temporal
and spatial redundancy provides a higher throughput. The
two methods follow one of the two synchronization schemes:
lockstep or speculative. The speculative scheme permits a
lower latency and higher throughput with a small increase in
energy.

The CDC model uses cycle-based checking targeting non-
deterministic nanodevices such as memristors. To achieve a
better performance for deeply scaled CMOS as memristor
circuits that are mostly affected by transient faults and soft
errors, we present a variation of CDC using EC. The EC
technique recycles unused cycle time to accumulate confidence
level, allowing fast response to randomly occurring errors of
short duration.

The CDC model is emulated on an FPGA platform with
realtime error injection to prove its effectiveness. Quantita-
tive evaluations of reliability and performance shed light on
the choice of confidence threshold, placement of confidence
estimators, and synchronization.

To evaluate the performance of the EC technique with
transient errors, an FPGA-based event simulator is presented
to incorporate both path delay and error models at much
finer time scale. The simulation captures complex interactions
between path delays, errors, and protection scheme. The EC
technique is demonstrated to be highly effective against short
transient errors. It improves the system reliability by more than
four orders of magnitude if the errors are of short duration,
while the performance loss is kept as low as 0.3%.

The CDC model and the EC technique are the promising
solutions to bridge the gap between different applications
and fluctuating device behavior in deeply scaled CMOS and
future device technologies. The design insights will allow us
to construct a reliability diverse computer architecture with
computing elements that provide a range of reliability levels
at appropriate energy cost to deliver the required performance.
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