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Abstract—Two 65 nm bulk complementary metal-oxide-semi-
conductor (CMOS) digital application-specific integrated circuit
(ASIC) chips were designed, and then tested in a heavy ion
accelerator to characterize single-event effects (SEE). Test chip
1 incorporates test structures, and test chip 2 implements an
unhardened and a hardened digital signal processing (DSP) core.
Our testing results reveal the radiation effects on the low-voltage
and high-frequency operations of the ASIC chips. At a low supply
voltage of 0.7 V, cross sections increase by a factor of 2 to 5 at low
linear energy transfer (LET), while the increase in cross section at
high LET is almost negligible, suggesting that the charge conveyed
by heavy ion has far exceeded the critical charge and tuning the
supply voltage is not effective. Increasing the clock frequency
increases the relative importance of single-event transients (SET)
compared to single-event upsets (SEU), especially in hardened
designs due to their better SEU immunity. The hardened DSP
core experiences a factor of 2 increase in cross section when its
clock frequency is increased from 100 MHz to 500 MHz.

Index Terms—Error-resilient design, radiation hardening,
single-event effect, single-event transient, single-event upset, soft
error.

I. INTRODUCTION

S INGLE-EVENT EFFECTS (SEE), including single-event
upset (SEU), multiple bit upset, single-event transients

(SET), and latchup, present a major challenge to the function
and reliability of integrated circuits in spaceflight systems [1],
[2]. Research has been conducted in the past to characterize
SEE [3], [4], and overcome SEE through circuit design, e.g.,
by increasing the critical charge, or , through upsizing
and circuit topology [5], by adding circuitry to prevent upsets
following temporal or logical masking principles [6], [7], or by
adding redundant information for error checking [8], [9].
A comprehensive heavy-ion radiation experiment of 180 nm

to 28 nm flip-flops shows that as CMOS technology scales, D
flip-flop SEU cross sections decrease and approach those of the
hardened flip-flops [10]. Without additional layout spacing, the
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difference between unhardened and hardened flip-flops is nar-
rowing. Therefore it is plausible to use unhardened flip-flops in
deep submicron ASIC designs to achieve better area and energy
efficiency. The effect of supply voltage and clock frequency on
28 nm flip-flops and combinational circuits [11] were investi-
gated in an alpha particle radiation experiment. Two important
conclusions were drawn: (1) the supply voltage has a strong
impact on the alpha particle SEU of flip-flops, while the com-
binational circuits are relatively unaffected by supply voltage
variations, and (2) the clock frequency has a much stronger im-
pact on SET compared to SEU [12]. Therefore low-voltage and
high-frequency chips will most likely incur higher error rates
due to both SEU and SET.
This work is motivated by the goal of designing a deep submi-

cron bulk complementary metal-oxide-semiconductor (CMOS)
application-specific integrated circuit (ASIC) chip for a satellite
application. The application places tight constraints on power
consumption and silicon area, requiring circuits of the minimum
area and power, so a commercial ASIC design flowwith no extra
layout spacing was explored to reduce power and area.
To establish a proof of concept and to mitigate risks, we de-

signed two test chips that were fabricated in a Taiwan Semicon-
ductor Manufacturing Company (TSMC) 65 nm bulk CMOS
technology. Chip 1 contains common ASIC building blocks, in-
cluding unhardened flip-flops of different sizes, and custom-de-
signed hardened dual-interlocked storage cell (DICE) flip-flops
[13], [14] and triple modular redundant (TMR) flip-flops [15],
and various combinational depths and sizes. Chip 2 contains two
digital signal processing (DSP) cores, one built using unhard-
ened flip-flops and the other using hardened DICE and TMR
flip-flops. Heavy-ion radiation testing was carried out at the
Texas A&M University K500 superconducting cyclotron fa-
cility [16]. Our measurements cover an array of heavy ions from
neon to gold for chip 1 and from helium to silver for chip 2. The
two test chips allow us to characterize SEE at both circuit and
system level.
Recent studies have demonstrated the radiation effects

of 65 nm and sub-65 nm CMOS circuits [10], [11], but the
heavy-ion testing results are not entirely available. This work
fills in the blanks, e.g., voltage scaling effect in heavy-ion
testing, which is important for low-power operations. We also
evaluate the effectiveness of common radiation hardening
techniques in a heavy-ion radiation environment to show the
vulnerabilities of hardened designs, e.g., hardened storage
cells could be more error sensitive due to the change of clock
frequency than unhardened ones.
The rest of this paper is organized as follows. In Section II,

we review the design of the two test chips and the radiation test
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Fig. 1. Shift register chains implemented on test chip 1. Each chain consists of
500 flip-flops. Chain 6 to 11 each has a varying number and size of inverters.

setup. Chip 1 results are presented in Section III to show circuit
design considerations including redundancy, sizing, combina-
tion depth and sizing, and input patterns. The voltage and fre-
quency test results of both chips are summarized in Section IV,
showing the effect of supply voltage on SEE, and the clock fre-
quency effect on the relative importance of SEU and SET. Con-
clusions are presented in Section V.

II. TEST CHIP DESIGNS AND TEST SETUP

Two test chips were designed and fabricated in a TSMC
65 nm bulk CMOS process. Chip 1 was dedicated to charac-
terizing SEE on basic ASIC chip building blocks, including
unhardened and hardened flip-flops, and to isolate the effects of
supply voltage, sizing, combinational and sequential circuits.
The testing was done at a 50 MHz clock frequency to allow for
probing of each individual test structure.
Chip 2 is a synthesized ASIC chip based on standard cells.

The purpose of chip 2 is to characterize SEE of a practical ASIC
chip at the system level. The testing was done at two clock fre-
quencies, 100 MHz and 500 MHz, and two supply voltages,
1.0 V and 0.7 V, to study the effects of clock frequency and
supply voltage on the SEE in a unhardened DSP core and a hard-
ened DSP core. The results from both test chips are related to
draw conclusions on the protection against heavy ion impact by
redundancy and to identify voltage and frequency dependency.

A. Test Chip 1

Test chip 1 measures mm mm in size, and it con-
tains 11 independent shift register chains, each consisting of 500
stages of D flip-flops as shown in Fig. 1. Chain 1 and 2 are built
using DICE [13], [14] and TMR flip-flops [17], respectively.
DICE, shown in Fig. 2(a), is a dual redundant flip-flop that pre-
vents an upset on any one node from propagating and corrupting
the stored bit. TMR flip-flop, shown in Fig. 2(b), uses three
copies of storage and majority vote to enhance the protection
against any single upset. Following [14], the spacing between

Fig. 2. Three types of D flip-flops: (a) DICE flip-flop [13], [14], (b) TMR
flip-flop [17], and (c) unhardened D flip-flop.

critical nodes in the DICE flip-flop is m. The spacing be-
tween the closest pair of redundant nodes in the TMR flip-flop
is m, and the spacing between the second closest pair of
redundant nodes is m. These hardened flip-flops are eval-
uated against unhardened flip-flops available in a commercial
standard cell library that make up chain 3, 4 and 5, where the
flip-flops in chain 3 are minimum sized (DFF1X) and those in
chain 4 and 5 are upsized using DFF2X and DFF4X cells re-
spectively. Upsizing increases but also increases charge
collection area.
To investigate SET, we insert inverters in chain 6 to 11.

Specifically, in chain 6, 7 and 8, minimum sized inverters
(INV1X) are used, and the combinational logic depth is varied
by having 4 inverters per shift register stage in chain 6, 8
inverters in chain 7, and 16 inverters in chain 8. Deeper combi-
national logic increases the collection of SET. When an SET is
propagated and sampled by a flip-flop, it results in an error. In
chain 9, 10 and 11, upsized INV2X inverters are used. Upsizing
combinational circuits increases , but also increases SET
collection. As commonly done in standard cell based designs,
body contacts are placed at regular intervals. In our designs,
body contacts are placed every m. These test structures
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Fig. 3. (a) Test chip 1 layout, and (b) microphotograph.

Fig. 4. (a) Test chip 2 layout, and (b) microphotograph.

allow us to investigate SET and SEU, as well as the impact of
sizing and depth of combinational circuits.
The layout and microphotograph of test chip 1 are shown in

Fig. 3. In implementing the test structures, we first construct
chain 11 as the baseline; then replace the INV2X cells with
INV1X cells to make chain 8; remove every other inverter to
make chain 10; and so on. In this way, we construct chain 6 to
11 using an identical footprint, thus the impact due to layout
difference is minimized. Similarly, chain 3 to 5 also share an
identical footprint. The empty space is filled with tie cells (body
contacts), supply decoupling cells, and filler (empty) cells. The
area outside the test structures is filled with tie cells, filler cells
and power and ground routing.

B. Test Chip 2

Test chip 2 measures mm mm in size, and it con-
sists of two DSP cores, an unhardened core and a hardened core,
that compute cross-correlations. Test chip 2 was developed as
part of the geostationary synthetic thinned aperture radiometer
(GeoSTAR) project [18], [19] led by the Jet Propulsion Labora-
tory. Each DSP core computes the cross-correlations of 5 inputs
with another set of 5 inputs every clock cycle, and accumulates
the correlations for 10 ms. Following each 10-ms integration
cycle, the correlation values are read out, and the values are reset
for the next integration cycle.

Test chip 2 was synthesized using standard cells of logic gates
and flip-flops. The unhardened core uses unhardened flip-flops,
while the hardened core incorporates custom-designed hard-
ened DICE flip-flops for datapath and TMR flip-flops for control
to provide stronger SEE protection. The layouts of DICE and
TMR flip-flops were drawn to ensure adequate spacing between
sensitive nodes. These standard cells were used as the basic units
for synthesis, place and route. Test chip 2 provides self test ca-
pability by generating test vectors on chip using linear feed-
back shift registers (LFSR). The layout and microphotograph
of test chip 2 are shown in Fig. 4. The unhardened core mea-
sures mm mm and the hardened core is mm

mm. The area outside the cores is filled with tie cells, filler
cells and power and ground routing.

C. Test Setup

The ion beam testing was carried out in two 16-hour win-
dows. In ion beam testing, a test chip is mounted on a test
board that is connected to a field-programmable gate array
(FPGA) board using a high-speed connector. During the ra-
diation testing, the lids of the test chips are removed and the
chips are fully uncovered as shown in Fig. 5. We ran test chip
1 at 50 MHz, a relatively low clock frequency. The FPGA
is clocked by the same 50 MHz clock source so it remains
synchronous with the test chip. The FPGA provides constant
0 and constant 1 inputs to each of the 11 shift register chains



CHEN et al.: CHARACTERIZATION OF HEAVY-ION-INDUCED SINGLE-EVENT EFFECTS IN 65 nm BULK CMOS ASIC TEST CHIPS 2697

Fig. 5. Radiation test setup.

in chip 1, and it records the outputs of the shift register chains
and checks for errors. Error counters are accumulated in the
FPGA. Each test run lasts 3 billion clock cycles, or 1 minute.
After each test run, the error counters are downloaded from the
FPGA through a serial interface, and the ion beam or the beam
angle is changed before the next run.
Our test structure in chip 1 supports testing using dynamic

input patterns, but even infrequent upsets on the clock tree will
result in errors enabling and disabling the flip-flops in the long
shift register chain, resulting in very unreliable bit error count.
If the clock signal of one flip-flop is incorrectly disabled for
one cycle, the output sequence may look completely different,
resulting in a very high bit error count. The long 500-stage shift
register chain is good for collecting upsets for a characterization
study, but not representative of a practical datapath pipeline that
is usually much shorter. Therefore, we tested chip 1 with only
static input patterns, so that the clock tree upsets are masked. In
chip 2, the two DSP cores are tested using dynamic test vectors
generated on chip. It is a practical setup that captures the effect
of dynamic input patterns.
Test results are expressed in cross section per bit across a

range of linear energy transfer (LET) values. Cross section rep-
resents the upset susceptibility, or more specifically, the number
of upsets per unit ion fluence. Cross section per bit can be inter-
preted as the upset rate per unit ion fluence, i.e.,

(1)

where is cross section per bit as a function of LET, is the
number of observed upsets, is the number of flip-flops or bits,
and is the time-integrated flux or fluence.
The average flux applied in our tests ranges from

to ions/cm s for chip 1, and from to
ions/ cm s for chip 2. The ions used and their LET values

are listed in Table I.
Chip 2 was tested at a 100 MHz and a 500 MHz clock

frequency using random input vectors generated by on-chip
LFSRs. Each test run consists of 10,000 10-ms integration

TABLE I
IONS APPLIED IN RADIATION TESTING AND THEIR NOMINAL LET

Fig. 6. Illustration of automated testing of chip 2.

cycles, each followed by a readout. The continuous testing
requires frequent readouts from the ASIC. To automate the
testing, we used a Python script to pre-compute the expected
outputs in each run and store them in the memory on FPGA
before each run. The Python script also controls the supply
voltage and clock frequency of the ASIC. Unlike in the test
of chip 1, the FPGA clock is not synchronized with the chip
2 clock. To start each 10-ms integration cycle, the FPGA
activates a set of control signals to chip 2, and chip 2 will then
run independently of the FPGA. The FPGA polls the status of
the integration complete signal from chip 2. Upon detecting
integration complete, the FPGA checks the ASIC outputs for
errors by comparing with the pre-computed expected outputs
stored in memory. An error is recorded if any bit in a set of
cross-correlation values is wrong. Error counters are accumu-
lated before another integration cycle is initiated. Each test
run consists of 10,000 10-ms integration cycles, or 1 minute
and 40 seconds. After each test run, the error counters are
downloaded from the FPGA, and the ion beam or the beam
angle is changed before the next run. The automated test setup
is illustrated in Fig. 6.
An error recorded in the radiation testing of chip 2 can be

caused by a single SEE occurrence or multiple occurrences
during a 10-ms integration cycle. The error count is an indi-
cation of the effect of SEE on this particular DSP core over a
given time period, rather than a measure of the number of SEE
occurrences. We report the test chip 2 results in cross section
per bit by normalizing the number of errors by the number
of flip-flops in the design and the fluence over the integration
cycle as in equation (1). The reported cross section per bit is
lower than the actual number of SEE occurrences as multiple
upsets would only be seen as one. However, it is a reasonable
estimate since in most of the integration periods, we had no or
very few errors.
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Fig. 7. Cross section per bit with ion energy for unhardened, DICE and TMR
flip-flops.

III. CIRCUIT DESIGN CONSIDERATIONS

Circuit design choices, including circuit topology, sizing, and
logic depth, determine the circuit’s radiation tolerance. The test
structures in chip 1 are subject to the same radiation environ-
ment, and the cross sections are compared in Fig. 7.

A. Radiation Hardening by Redundancy

Radiation-hardened DICE [13], [14] and TMR flip-flops
[17] are commonly used in spaceflight systems to offer better
protection against SEE. In low-LET neon ( MeV-cm mg)
and argon ( MeV-cm mg) testing of chip 1, DICE and
TMR flip-flops provide at least one order of magnitude im-
provement in cross section per bit compared to the unhardened
D flip-flops as shown in Fig. 7. At higher LET levels (above
MeV-cm mg), DICE and TMR become less effective,

which is partly due to the lack of additional layout spacing
between redundant storage nodes [10] and partly due to the
increasing multiple bit upsets. Heavier ions such as xenon
( MeV-cm mg) and gold ( MeV-cm mg) deliver
much more energy and likely induce more multiple bit upsets
[20], making DICE and TMR less effective at high LET levels.
In general, scaling makes DICE and TMR less effective be-

cause scaling shrinks the circuit layout and redundant copies in
DICE and TMR are physically placed closer to the primary copy
[10]. Therefore it becomes more likely for both the redundant
and primary copies to be affected by a particle strike, especially
at high LET levels. To make DICE and TMR more effective,
redundant copies need to be placed further apart for isolation at
the cost of area. Cell interleaving [21], [22] is a promising ap-
proach, but it adds extra overhead for metal routing. The extra
and longer wiring increases the average capacitive loading, re-
sulting in a higher power consumption, longer delay, and lower
clock speed.

B. Increasing Critical Charge by Upsizing

Scaling reduces device sizes and the critical charge, or ,
required to hold a logic level, making circuits more vulnerable
to SEE [23]. Previous work suggests that upsizing increases

and immunity against soft errors because of larger capaci-
tance on storage nodes. Upsizing also increases the device drive

Fig. 8. Cross section per bit after adding combinational circuits.

strength, which helps error recovery [5]. However, we observe
in the testing of chip 1 that the difference in cross section per bit
between DFF1X, DFF2X and DFF4X is negligible, as shown in
Fig. 7, which is contrary to previous beliefs. One explanation is
that increasing and drive strength to improve upset immu-
nity is counteracted by the larger drain areas to collect charge.
The weak dependence of cross section on is also a re-

sult of the amount of charge injected by heavy ions that is much
higher than the even with moderate upsizing. When the
charge injected is comparable to , the minimum charge
needed for an upset, we expect increasing by upsizing to
play a stronger role. However, in a deep submicron bulk CMOS
design where is very low, upsizing is ineffective and in-
efficient.

C. Depth and Sizing of Combinational Circuits

Combinational circuits also contribute to errors through SET.
If a SET of a long enough duration happens to be sampled,
an error is registered. A SET often does not lead to errors, as
the SET can be electrically attenuated along the path (electrical
masking), or is blocked from propagating due to off-path in-
puts (logical masking), or the SET arrives too late to be sam-
pled by the flip-flop (temporal masking). For these reasons, the
cross section due to SET depends on logic design and topology,
sizing, and timing. With all the masking effects, it is unclear
whether SET is an important factor in determining the cross
section.
We evaluate the effect of SET using shift register chains in-

corporating inverters of various sizes and stages in test chip 1.
A longer and upsized chain increases the SET collection area,
but also allows the SET to be more electrically attenuated due to
higher capacitance and longer path. The results in Fig. 8 show
that the cross section per bit is almost independent of the depth
and sizing of combinational circuits, and adding combinational
circuits results in no significant increase in cross section per bit.
SEUs still dominate in the 50 MHz testing of chip 1.
Past work pointed out that increasing transistor density can

reduce SET cross section by up to 70% compared to a low-
density circuit [24]. Therefore, chain 8 and 11 in our test chip
1 may have fewer SET-induced errors compared to chain 6 and
9. However, at a 50 MHz clock frequency, SET-induced errors
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Fig. 9. Latch design results in unequal upsets.

are much less significant compared to SEUs [11], [12], and the
effect of density on the cross sections is not noticeable as shown
in Fig. 8.
Note that as a simple combinational circuit, an inverter chain

does not offer any logical masking. In a realistic combinational
circuit with logical masking, the cross section due to SET will
be lower. Second, in a relatively low frequency 50 MHz testing,
the temporal masking [25] has downplayed the importance of
SET, as the slow sampling misses most of the SETs of a short
duration. In Section IV.B, we will compare the chip 1 test results
to the high frequency chip 2 test results to evaluate the effects
of temporal masking and also account for logical masking in
realistic combinational circuits.

D. Data Dependence

The cross section per bit is dependent on the test pattern:
more upsets occur in constant data 0 testing compared to con-
stant data 1 testing as shown in Fig. 7, suggesting 0-to-1 up-
sets are more likely than 1-to-0 upsets. This result is consistent
among all shift registers chains and across LET levels higher
than MeV-cm mg. Some previous work has also recorded
this behavior in the testing of flip-flops [4], [26], [27].
The unequal cross sections are found to be a result of the latch

design and sizing in the master-slave flip-flops. The two cross-
coupled inverters in the latch schematic illustrated in Fig. 9 are
sized differently, resulting in unequal drive strength. The tristate
inverter in the feedback path (INV2) is stacked and weak. As a
result, the output of INV2, node NM, which holds the inverted
input, is more likely to be affected by charge injection compared
to node M. Further, INV2 has a relatively stronger pull-down
than pull-up and it holds 0 at its output node NM better than 1,
making 1-to-0 upsets on NMmore likely and causing more data
0 upsets for the latch.
The cross section of P- and N-diffusion is another factor

behind the unequal upsets. Previous study shows that P-diffu-
sion has a lower cross section than N-diffusion [23]. Therefore,
N-diffusion will collect more charge, contributing to 1-to-0
upsets on NM. This effect is less pronounced at node M as T3
is sized larger than T4, resulting in a larger P-diffusion area
connected to node M that offsets the cross section difference
between P- and N-diffusion.

E. Angle Effects

Due to the limitation of the setup and the way that the ASIC
board is connected to the FPGA board, we were only able to
change the tilt angle at a fixed 90 roll angle for chip 1, and
change the tilt angle at a fixed 0 roll angle for chip 2. We ob-
serve that increasing the tilt angle for chip 1 has no consistent
effect on the chip 1 results, but increasing the tilt angle for chip
2 increases its cross sections. The difference is attributed to the
roll angles. Standard cells are placed in rows. At a 90 roll angle,
the ion beam path is perpendicular to the standard cell rows,
while at a 0 roll angle, the ion beam path is parallel to the stan-
dard cell rows, making multiple bit upsets more likely.

F. Latchup and Total Ionization Dose

Compared to the recent reports on latchup in deep submicron
processes [28]–[31], latchup was not observed in our testing.
There are three possible reasons to explain the absence of
latchup in our testing: (1) the supply voltage in our testing was
1.0 V or 0.7 V, low enough that latchup may never occur. In
[28]–[31], a nominal 1.2 V supply voltage was used; (2) our
testing was done at room temperature (20 C); and (3) tie cells
(body contacts) are placed at regular intervals and extra tie
cells are used as fillers in our designs. Our results also indicate
that the two 65 nm test chips built in a bulk CMOS process
are immune to total ionization dose (TID) effects above 100
krad(Si) TID. TID effects such as thresholds shifts, latchup
events or permanent damages have been a problem in older
CMOS technology nodes. Chip 1 and chip 2 were tested up to
a TID of 634 krad(Si) and 1950 krad(Si), respectively with no
noticeable degradation in the chip functionality, performance
or power consumption.

IV. VOLTAGE AND FREQUENCY DEPENDENCE

Supply voltage and clock frequency are two primary knobs
to adjust the performance and power consumption of an ASIC
chip. Voltage and frequency scaling also have direct implica-
tions on SEE. We evaluate the supply voltage effect using the
test structures in chip 1 and the two DSP cores in chip 2, and the
frequency effect by comparing chip 2 results at 100 MHz and
500 MHz.

A. Supply Voltage Scaling

Supply voltage scaling reduces andmakes circuits more
vulnerable to upsets. Fig. 10 shows a consistent increase in cross
section per bit for the unhardened, DICE and TMR flip-flops
when the supply voltage is reduced from 1.0 V to 0.7 V. The
effect of reducing supply voltage is more noticeable at low LET
levels and in DICE and TMR flip-flops, but the difference be-
comes much narrower at high LET levels. Attempts to increase

by increasing the supply voltage have little effect at high
LET levels because the injected charge by the heavy ions is al-
ready much higher than .
The results of 100MHz dynamic testing of chip 2 at 1.0 V and

0.7 V are illustrated in Fig. 11. The hardened DSP core equipped
with DICE flip-flops for datapath and TMR flip-flops for control
exhibits an order of magnitude lower cross section per bit than
the unhardened DSP core at low LET levels, but the difference
is diminished at high LET levels. Voltage scaling makes a less
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Fig. 10. Cross section per bit of D flip-flop, DICE and TMR flip-flops at supply
voltage of 1.0 V and 0.7 V.

Fig. 11. Cross section per bit of unhardened and hardened DSP cores at supply
voltage of 1.0 V and 0.7 V (clock frequency of 100 MHz).

pronounced difference, and the difference also becomes negli-
gible at high LET levels, which agrees with the test chip 1 results
above. The insight confirms that supply voltage scaling does not
necessarily lead to a large increase in cross section, making it a
viable option for power reduction in spaceflight ASIC chips if a
small increase in cross section is acceptable.

B. Clock Frequency Effects

Clock frequency affects the cross section following two
mechanisms: at a high frequency, frequent sampling causes
more SET-induced errors; at a lower frequency, fewer SETs
are registered (known as temporal masking), but flip-flops need
to retain data for a longer period, which makes them more
vulnerable to SEUs. Frequency shifts the relative importance of
SET and SEU. SEU dominates at a lower frequency, and more
SET-induced errors are expected at a higher frequency.
The results of chip 2 frequency testing are shown in Fig. 12.

In the unhardened DSP core, increasing the clock frequency
from 100 MHz to 500 MHz has little effect at low LET levels,
indicating the dominance of SEU at low LET, a phenomenon
also observed in the 50 MHz testing of chip 1. At high LET

Fig. 12. Cross section per bit of unhardened and hardened DSP cores at
100 MHz and 500 MHz (1.0 V supply voltage).

levels, the cross section per bit at 500 MHz is slightly higher
than at 100 MHz, which is attributed to the combined effect
of more SETs under high energy particle impact and high fre-
quency sampling that causes more SET-induced errors.
The hardened DSP core shows a stronger frequency depen-

dence than the unhardened core across a wide range of LET
levels. The DICE and TMR flip-flops in the hardened core offer
a better protection against SEUs, thus the SEU is noticeably
lower than in the unhardened core, especially at low LET levels.
Increasing the clock frequency in the hardened core causes SET-
induced errors to become relatively more significant.
The high frequency test results suggest that hardening flip-

flops alone is insufficient for ASIC chips operating at 100 MHz
or higher clock frequency. SET-induced errors play an impor-
tant role at a high clock frequency, and it is necessary to incor-
porate techniques to detect and overcome SET for the complete
protection.

V. CONCLUSION

We evaluate SEE using two 65 nm bulk CMOS ASIC test
chips. Test chip 1 contains shift register chains as test structures
to evaluate the effectiveness of hardening, sizing, and the rela-
tive influence of SET. Test chip 2 contains DSP cores to evaluate
the impact of SEE on system errors.
Our test results show the heavy-ion radiation effect on the

low-voltage and high-frequency operations of the ASIC chips.
At a low supply voltage of 0.7 V and low LET, the cross sec-
tions of flip-flops and DSP cores increase by a factor of 2 to 5.
At high LET, the increase in cross sections is almost negligible,
suggesting that the charge conveyed by heavy ion strikes has far
exceeded the critical charge and tuning the supply voltage is in-
effective. Increasing the clock frequency increases the relative
importance of SET especially in hardened designs due to their
better SEU immunity. The cross section of the hardened DSP
core increases by a factor of 2 when its clock frequency is in-
creased from 100MHz to 500MHz, whereas the cross section of
the unhardened DSP core increases by a much smaller amount
at a higher clock frequency. The results from chip 1 agree with
chip 2, confirming the validity of the findings.
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