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Abstract—A syringe-implantable electrocardiography (ECG)
monitoring system is proposed. The noise optimization and circuit
techniques in the analog front-end (AFE) enable 31 nA current
consumption while a minimum energy computation approach in
the digital back-end reduces digital energy consumption by 40%.
The proposed SoC is fabricated in 65 nm CMOS and consumes 64
nW while successfully detecting atrial fibrillation arrhythmia and
storing the irregular waveform in memory in experiments using
an ECG simulator, a live sheep, and an isolated sheep heart.

Index Terms—Analog front-end (AFE), asynchronous logic,
capacitive feedback chopper stabilized instrumental amplifier
(CCIA), electrocardiography (ECG), fast Fourier transform
(FFT), implantable system, kickback noise, minimum energy
point (MEP), mm?.

I. INTRODUCTION

LECTROCARDIOGRAPHY (ECGQ) is the record of elec-

trical activity in the heart and serves as a critical source
of information for the diagnosis and study of many heart dis-
orders. Arrhythmia is one of the most prevalent heart diseases.
In particular, according to a 2010 National Institutes of Health
report [1], 2.7 million people suffer from atrial fibrillation (AF),
which is the most common type of arrhythmia, and the number
of people impacted continues to increase over time [1].

In ECG waveform with AF, normal-shaped peaks (dubbed
QRS complexes) corresponding to the ventricles are seen, but
with an irregular rhythm, but the peaks corresponding to the
atrial activity (dubbed P waves) are either abnormal in shape
and/or size, appear at fast irregular rates and/or non-discrete.
Therefore, by monitoring the rate and shape irregularities on the
ECG, AF can be detected. However, arrhythmia can occur very
rarely (e.g., only a few times a day) with each event lasting only

Manuscript received April 29, 2014; revised July 20, 2014, and September
28, 2014; accepted October 14, 2014. Date of publication November 14, 2014;
date of current version December 24, 2014. This paper was approved by Guest
Editor David Stoppa. This work was supported in part by the National Heart,
Lung, and Blood Institute under Grant RO1-HL 118304, the Leducq Foundation,
the Coulter and MTRAC programs from the University of Michigan, and the
National Science Foundation, DARPA/StartNet Terraswarm Research Center.

Y.-P. Chen, D. Jeon, Y. Kim, Z. Foo, I. Lee, G. Kruger, Z. Zhang, D. Blaauw,
and D. Sylvester are with the University of Michigan, Ann Arbor, MI 48105
USA.

Y. Lee was with the University of Michigan, Ann Arbor, MI 48105 USA. He
is now with Sungkyunkwan University, Suwon 110-745, Korea.

N. B. Langhals, H. Oral, and O. Berenfeld are with the University of Michigan
Health System, Ann Arbor, MI 48105 USA.

Digital Object Identifier 10.1109/JSSC.2014.2364036

E
5 v Y
s, ./M KI .

Fig. 1. (a) ECG waveform showing 60 Hz interfering noise as recorded by
proposed system. (b) Sheep ECG waveform suffers from low-frequency drift
(measured by proposed system). Note that the gain is reduced by 10X in this
measurement.

a handful of seconds. Consequently, in arrhythmia studies and
treatment, long-term but fast observation is essential to assess
the abnormality and its severity [2].

To enable ECG monitoring, body-wearable systems are a
widely used solution for long term observation. Two or more of
patches are attached to the skin and connected to a body-wear-
able device for continuously monitoring the ECG and storing
the waveform on demand. However, there are some challenges
in arrhythmia monitoring when using such an approach. First,
even small body-wearable systems severely impact a patient’s
everyday life. Second, physical contact between patches and
the skin can suffer from impedance changes due to body move-
ment, which results in low frequency baseline wander of the
output voltage, degrading signal quality and even saturating
the amplifier [3]-[5]. Third, the signals captured using such
systems are prone to coupled noise from outside sources such
as 60 Hz noise from power lines. Example ECG waveforms
showing interference from 60 Hz noise and exhibiting low-fre-
quency wandering are shown in Fig. 1.

In contrast, implanted systems can be an attractive alternate
solution; modern devices have a form factor roughly compa-
rable to a USB flash drive [6]. Since these devices are inserted
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under the skin, the impact on patient daily life is dramatically re-
duced once installed. This approach also offers stable physical
contact between electrodes and the tissue. The signal strength
and quality degradation due to the smaller electrode spacing rel-
ative to a surface patch-based recording approaches is compen-
sated by subcutaneous embedding and proximity to the heart,
yielding similar signal quality to wearable devices as will be
shown later. Moreover, the subcutaneous device is less suscep-
tible to noise sources outside the body. However, the major
drawback of implanted systems is the need for expensive and
risky surgery. Device lifetime is also critical and is often re-
quired to be several years; as a result, a large battery and low
power system are needed. To extend lifetime for both body
wearable and implantable systems, there has been a significant
focus on low-power ECG systems, for example, in [7]-[15].

To address this set of challenges, this paper proposes a small
form-factor syringe-injectable ECG recording and analysis de-
vice targeted primarily at atrial fibrillation arrhythmia moni-
toring. The device can be injected under the skin near the heart
using a syringe needle to avoid surgery while retaining the ben-
efits of an implantable system.

The paper is organized as follows. Section II provides an
overview of the system. Section III describes the analog front
end while Section IV discusses the digital back end of the
system. Section V presents the result of several experiments
using the proposed system. Section VI then concludes the

paper.
II. OVERVIEW OF THE SYSTEM

A. Dimension of the System

System size is determined as follows: to achieve a syringe-
implantable design, the entire system must pass through the
14-gauge syringe needle during the implantation. Hence, the de-
vice width is limited to 1.5 mm. In contrast, the length is less
constrained and the two electrodes attached to either side of the
device require 2 cm separation [Fig. 2(a)] in order to provide
sufficient separation to yield an acceptably large potential differ-
ence. The target dimensions of the proposed system are shown
in Fig. 2(b).

Furthermore, the size constraint also severely limits battery
size and hence its capacity. Therefore, in contrast to surgically
implanted devices such as pacemakers with large batteries, the
proposed device is designed for daily wireless recharging, en-
abling a much smaller battery. While the patient sleeps, a host
station [depicted in Fig. 3(a)] near the bed could recharge and
retrieve the stored data through a wireless channel. The life-
time between recharging is set to be five days to provide a
safety margin. Matching battery size to device size allows for
a5 pA-hr, 3.7 mm? Li battery, which constrains system power
consumption to be less than 167 nW. This represents a chal-
lenging power constraint given that comparable systems in the
literature typically consume 1-30 uW [7]-[14].

B. System Overview

The proposed ECG monitoring SoC is 1.4 mm wide and con-
sumes 64 nW while continuously monitoring for arrhythmia.
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Fig. 2. (a) Measured QRS peak amplitude versus electrode (use needles as the
electrodes directly) separation under the skin in a sheep experiment. Note that
with > 2 cm separation, the amplitude is larger than the traditional approach
with two patches attached to neck and wrist. (b) Dimensions of the proposed
system.

The ability of the system is focus on low power consumption
and arrhythmia monitoring depends in part on efficient algo-
rithms. The system consists of analog signal acquisition and
digital back end blocks. The signal from electrodes is filtered,
amplified, and converted to the digital domain by an analog
front end (AFE). A digital signal processing (DSP) module ana-
lyzes the waveform within a 10-s search window and detects ab-
normal cardiac events. Whenever an abnormal event is detected,
the device stores the current search window waveform (10x
down sampled) into local memory; it can then be transferred
to an external device through means such as a wireless trans-
ceiver for further analysis by clinicians. It is also compatible
with other ultralow-power sensor node peripherals as shown in
Fig. 3(b) [16].

III. IMPLEMENTATION OF THE AFE

Fig. 4 shows the AFE top level block diagram. The AFE
consists of three blocks: a low-noise instrumentation amplifier
(LNA), a variable-gain amplifier (VGA), and a successive ap-
proximation register analog-to-digital converter (SAR ADC).
To reduce power consumption, the AFE supply voltage is 0.6
V and all building blocks except the ADCs clocked comparator
are biased in the subthreshold regime for low power and high
current efficiency. Note that the low supply voltage may incur
non-linearity in the final output signal, especially in the ampli-
fier stage. However, based on simulation results final arrhythmia
detection is unaffected with < 3.5% (THD) nonlinearity. There-
fore, the nonlinearity design target is set to 3% for the AFE to
best balance system performance and power consumption.
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Fig. 3. (a) Proposed nightly readout and recharge of the system. (b) Other re-
quired peripheral.

A. Noise Specification

Similar to other noise-limited amplifier designs [17], the
total power consumption of the analog front end is dominated
by the first stage of the LNA. Typical ECG designs usually
target extremely low input referred noise level [around 3 1V
[18], [19]; see the red dashed line in Fig. 5(a)] for best signal
quality. However, due to the direct relationship between current
consumption and input referred noise, this leads to currents of
larger than 100 nA assuming a noise efficiency factor (NEF)
of 3 and 500 Hz bandwidth. In order to reduce total power,
we optimize amplifier performance by observing its impact on
the final proposed arrhythmia detection accuracy. The effect of
noise levels on the accuracy of binary classification between
atrial fibrillation and normal sinus rhythm was assessed by
applying our atrial fibrillation detection algorithms [20] (see
Fig. 14 and Section IV-B below) on the collected ECG wave-
forms with artificial additive white Gaussian noise (AWGN)
at various levels (from 0 to 40 ©V). The collected ECG
waveforms were collected from 40 un-discriminated patients
that were referred to the University of Michigan hospital for
diagnosis and treatment of atrial fibrillation and the noise levels
added was designed to surpass the typical ECG noise level
[ECGs were recorded during an EP procedure under supine and
sedation condition by an EP-Med System (St. Jude Medical,

St. Paul, MN, USA)]. Fig. 5(a) shows that with a relaxed noise
constraint, AFE power consumption reduces significantly, but
the receiver operating characteristics (ROC) curves in Fig. 5(b)
demonstrate that the detection accuracy drops as well. Never-
theless, the proposed system and detection algorithm suffers
no performance degradation (100% sensitivity and specificity)
with up to 15 'V input-referred noise. As a result, the design
is targeted to 15 'V input-referred noise to minimize power
consumption while maintaining high atrial fibrillation detection
accuracy. In the final design, the amplifier specification is
tightened to 10 'V input-referred noise across process corners
to allow for a 10 'V ADC noise budget. This optimization
reduces AFE power by 6.7x from 132 to 17 nW and system
power by 2.45x from 177 to 72 nW, compared with typical
ECG signal acquisition designs that require noise levels of
< 3 uV. Due to the resulting high-performance variability
and the possibility of the environmental and process changes,
the amplifier gain, bandwidth, and input-referred noise can be
adjusted by the digital blocks to maximize the useful signal
range.

B. Amplifier Implementation

As shown in the AFE top-level diagram, two amplifiers are
used in series to provide low noise and high gain. The first
amplifier focuses on low noise while the second amplifier en-
ables tunable gain. Due to the large tissue-electrode impedance
(measured to vary from 1 to 5 M§2 across different instances of
the same model of electrodes, with ~4 MS2 average) the input
amplifier requires very high input impedance. In addition, the
signal is located in the flicker noise bandwidth and requires
chopper stabilization [21]. Therefore, a capacitive feedback
chopper-stabilized instrumental amplifier (CCIA) topology
is employed for the first-stage amplifier to ensure high input
impedance and low noise. The design targets of the CMRR
and PSRR are set to be higher than 80 dB as the standard
requirement of the ECG amplifier [18], [19]. The target input
impedance is set to be larger than 10 M2 to have sufficient
signal amplitude similar to [22]. The target gain is set to be
72 dB and design to be tunable to provide sufficient gain to
amplify the 1 mV peak to peak signal to rail-to-rail output and
tunable dynamic range. The amplifier also target at handling the
de offset up of the electrodes to 300 mV as required standard
[19] by capacitive input. Fig. 6 provides a diagram of the CCIA.
The capacitive feedback provides fixed 40 dB gain, and parallel
resistive feedback generates the high-pass corner to filter out
dc offset and low-frequency drift of the signals. To generate a
< 0.5 Hz ultralow high-pass corner with reasonable chip area,
a pseudo-resistor is employed.

To further boost input impedance, a positive feedback
impedance boosting loop (IBL) similar to [22] is implemented.
The IBL generates a current similar to the input current to the
core amplifier and feeds it back to the input to compensate the
input current and increase the input impedance. The amplifier
shown in the figure in the impedance boosting loop serves is
design to avoid unwanted signal feeding through the feedback
path. Since the input of the amplifier in the IBL is an amplified
signal, this amplifier is not noise limited. Therefore, 500 pA is
allocated with little impact on the overall power budget.
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all the a-fib arrhythmia is detected for any possible threshold.

To remove harmonics from the chopper, a Gm-C filter is
implemented in the next stage with 250 Hz bandwidth. Note
that the chopper is inserted in front of Cj; to reduce the
mismatch of C;; and improve the CMRR of the amplifier,
as in [23].

Fig. 7 shows the core amplifier of the CCIA. The first stage
amplifier uses 20 nA current to meet the noise requirement dis-
cussed in Section III-A. This current can be tuned by a 4-bit bi-
nary code from the digital back end to match the desired noise
level (ranging from 3 to 12 pV). To efficiently use the current,
an inverter-based amplifier topology, similar to [24], [25], is
adopted to achieve low NEF. Common mode feedback is pro-
vided by both the bottom NMOS and the pseudo resistors (used
to implementa < 0.1 Hz filter), guaranteeing the output common
mode stays at half Vpp.

From simulation, the first stage amplifier gain is 32 dB, which
is not sufficient to provide the overall 40 dB gain target through

the feedback network. Therefore, a second amplifier stage is re-
quired within the core amplifier. Since the subsequent amplifier
receives an amplified signal, the noise constraint is significantly
relaxed; this stage consumes only 500 pA and allows the CCIA
to achieve 61 dB gain overall. Simulation results of the CCIA
overall gain are shown in Fig. 8.

A common issue with inverter-based amplifier design is vul-
nerability of the bias point to PVT variations. Therefore, a dc
servo loop (DSL), similar to [22], is adopted to stabilize the dif-
ferential output and reduce offset by fixing the dc output to half
Vpp. From simulation results, the DSL reduces dc offset from
1.52 to 0.071 mV.

Table I summarizes the performance of the simulated CCIA.
The midband gain is 39 dB with 250 Hz bandwidth (limited by
the Gm-C filter for the choppers). Through the use of chopping,
the impedance boosting loop, and the DSL, all ECG amplifier
requirements are met.
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C. ECG SAR ADC Overview

The system’s analog to digital conversion is performed by an
8 bit single-ended asynchronous SAR ADC with 500 Hz sam-
pling rate. To avoid alias from other frequency band, a 250 Hz
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Fig. 8. Simulated CCIA gain versus frequency (without Gm-C filter).

TABLE 1
SIMULATED SPECIFICATIONS OF THE CCIA TOGETHER WITH GM-C FILTER
Topology CCIA
Vbp 0.6V
Midband Gain 36.92dB
. 8.4uV (with chopper)
Input Referred Noise -
5.8uV(without chopper)

> 110 MQ (with IBL)
> 10 MQ (without IBL)
0.071mV (with DSL)

Input Impedance

olfces 1.52mV (without DSL)
Low 3dB 0.117Hz
High 3dB 547.7Hz
NEF 2.258
PSRR >80dB for < 500Hz
CMRR >80dB for < 500Hz
THD 2.24%
(a) ]
918pW(92.46%) SAR Logic
W DAC
Il Comparator

32.44pW(3.27%)
42.42pW(4.27%)

(b)

32.44pW (20.29%) I SAR Logic
ZZZ DAC
W@ Comparator

42.42pW (26.53%)

85.02pW (53.18%)

Fig. 9. (a) SAR ADC power breakdown with ADC logic implemented using
HVT standard cells. Note that SAR logic consumes 92% of total power when op-
erating at 500 Hz. (b) SAR ADC power breakdown with custom asynchronous
logic.

anti-aliasing Gm-C filter is built with a 500 pA amplifier in front
of the ADC.

Although SAR ADC consumes less power compared to am-
plifier in the ECG system, the long term goal of the mm? system
[16] is to build a platform for all the available sensors. There-
fore, the minimizations of the power consumption are conducted
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shown.

at each building part separately including the ADC. Power con-
sumption of the SAR ADCs are well studied in recent years.
However, most prior work focuses on high sampling rates that
far exceed the requirements of this ECG system. Among those
SAR ADCs that operate in the kHz range and offer nW-level
power consumption [26]-[28], it is found that approximately

50% of total energy consumption comes from digital logic due
to leakage and long cycle times. This is in contrast to most SAR
ADCs which operate at much higher sample rate and hence have
power dominated by DAC switching. The importance of digital
logic in this application will be heightened due to the sub-kHz
sampling rates; simulated power consumption of a standard 8 b
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500 S/s SAR ADC is shown in Fig. 9(a). Here, standard cells
are used for the digital logic and leakage is the main source of
power consumption in the digital block.

D. Implementation of SAR Control Logic

To reduce digital power consumption, a novel asynchronous
logic is proposed to reduce transistor count and hence the
leakage power of SAR logic. Conventional asynchronous logic
is typically implemented with dynamic logic to achieve peak
energy efficiency [29]. However, dynamic logic is not well
suited to low-frequency applications due to leakage. Therefore,
in this work, all dynamic nodes are implemented with latches
clocked by internal signals and delay lines.

Fig. 10 shows the detailed signal flow of a one-bit controller
as an example. There are four internal signals: 1) the “bit_set”
signal implies the operation of the previous bit is done; 2) the
“DAC” signal is connected to the DAC and toggles the DAC
directly; 3) the “DAC rdy” signal is triggered after the DAC
is settled and ready for comparison; and 4) the “comp” signal
requests a compare event in the comparator.

Once the result of the last bit comparison is done, the “bit_set”
signal is pulled up by the previous stage. The circuit to pull up
the “bit_set” signal is shown at the bottom left of Fig. 11. The
“DAC” signal is then set to 1 by the circuit shown in the bottom
right of Fig. 11 (note that the DAC is set to 0 initially and floating
nodes are completely avoided through the use of latches). Once
the DAC is settled, “DAC_rdy” goes high. Since direct detec-
tion of the DAC settling to 8 bit accuracy would consume sig-
nificant energy, the circuit triggering the “DAC _rdy” signal is

implemented with a delay line set to be longer than the expected
DAC settling time across all corners. Since a long delay line
can also consume high power, /O HVT devices are used to re-
duce the number of stages and save power. Once the DAC has
settled, the “Comp” signal goes high and sends a comparator
clock signal to trigger the comparison. After the comparison re-
sult is generated, “comp_result” and “comp_done” are sent by
the comparator. The controller saves the result into the DAC and
raises the “bit_set” signal for the next stage.

The transistors count of the proposed design is 34 compared
with the 48 transistors of the traditional 2 DFF design, and 29%
of reduction is achieved. To further reduce power, all leakage
paths are double stacked, reducing subthreshold leakage by
1.92x from 163 to 85 pW. As shown in Fig. 9(b), the proposed
asynchronous logic reduces simulated power consumption to
85 pW, marking a 10.79% (from 918 to 85 pW) improvement
compared with SAR logic using synthesized standard cells.

E. Implementation of DAC and Comparator

Considering the impact of mismatch [30] and thermal noise
on ADC accuracy, a 10 fF DAC unit capacitor and typical split
capacitor array topology are chosen. Further, the comparator is
a clocked one-stage design that is chosen for its low dynamic
power consumption. However, the combination of first stage
clocked comparator and small capacitor array make the com-
parator input vulnerable to kickback noise. The proposed design
uses a split footer comparator [31] combined with cross-coupled
compensation to address this issue. Fig. 12 shows the schematic
of the proposed comparator. Note that the kickback noise mainly
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Fig. 13. Simulated waveforms of kickback noise in the proposed and tradi-
tional comparators. Kickback noise in the traditional amplifier is 19.8 mV and
is reduced to 0.2 mV in the proposed design.

stems from the rapidly change drain and source voltages of the
input transistor. In the proposed design, these changes are lim-
ited to ~100 mV and the residual kickback noise is reduced by
the compensation transistors. In the simulation results of Fig. 13,
the kickback noise is reduced by 84.9x (from 19.8 to 0.2 mV)
in the proposed comparator design.

Table I shows the power breakdown of the complete analog
block. Note that ADC power is dominated by the anti-aliasing
filter due to the use of low-power asynchronous logic.

IV. IMPLEMENTATION OF DIGITAL BACK END

A. Overview of the Digital Algorithm

The back-end digital block first detects the incoming signal
amplitude and tunes AFE gain accordingly to set the waveform
to full range. Arrhythmia detection is performed in a moving
10 s window, as shown in Fig. 14(a). Since the irregular session
lasts several seconds, there is no overlapping between the win-
dows. If an arrhythmia is detected in a window, the 10x down-
sampled 10 s waveform is temporarily stored in the memory and
an interrupt signal is sent out for further processing.

The first implemented detection algorithm is conventional
time-domain detection [32]. This approach first detects the
largest QRS peaks and then calculates the peak-to-peak time
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interval. The variance of peak-to-peak intervals is then cal-
culated. As the peaks are generated more irregularly during
arrhythmia, we apply a simple thresholding technique to the
variance to detect an abnormal activity. As a second approach
we perform arrhythmia detection in the frequency domain.
Under normal conditions, peaks are generated at approximately
constant intervals, which translate to a clear dominant fre-
quency and harmonics in the frequency spectrum. However, as
shown in Fig. 14(b), under abnormal rhythm, a single dominant
frequency is less prominent and the frequency spectrum shows
more dispersion. Therefore, under arrhythmia such as atrial fib-
rillation, peaks have varying intervals in the frequency domain,
and the arrhythmia can be detected by inspecting the variance
of intervals. The stored 50 Hz sampled waveform is sufficient
for detection of fast rhythms such as atrial fibrillation in the
frequency domain, where cardiac activation rate is always
<25 Hz, but it is not suitable for time domain analysis where
precision of <40 ms is required, such as in sequential QRS
intervals detections. Thus, the stored 50 Hz sampled waveforms
may not be suitable for some clinical interpretations.

Fig. 15(a) shows an overview of the digital back-end based
on the two detection algorithms described earlier. First, input
samples taken from the ADC output pass through the moving
average filter (MAF) of 600 ms to remove slow baseline wan-
dering by subtracting the output of MAF from the original input
to obtain filtered result. At the same time, the circuit sense the
input codes from the ADC and tunes the gain such that the swing
is within 75% to 90% of the ADC output range. There are two
separate processing paths for the frequency- and time-domain
algorithms. In the time-domain R-R algorithm, the feature is the
distance between adjacent QRS peaks, and it uses the variance
of these intervals to detect irregular peaks. The frequency-do-
main FDM algorithm [20] directly looks at the frequency spec-
trum and checks if there exists clear peaks which represent con-
stant intervals. Further details are given below in Section IV-C.

B. Implementation of R-R Detection

The proposed design can also perform standard QRS-peak
detection [32] (R-R block), which uses peak-to-peak distances
to determine ECG signal regularity. The input signal goes
through the bandpass filter based on an 80-tap FIR filter. The
signal is then differentiated to obtain the slope. If the signal
slope exceeds a threshold a QRS peak is declared. The vari-
ance of R-to-R intervals is directly used as a decision value
in arrhythmia detection. The bus interface can program the
algorithms and retrieve the stored data when an arrhythmia is
detected. This data is passed to peripherals on the other chips
through the data bus. The implemented design allows for one
of the two different algorithms to be run, allowing for power
savings by power gating the unselected processing path.

C. Implementation of the Frequency Dispersion Metric (FDM)

The proposed FDM detects an arrhythmia in the frequency
domain. The input is first down-sampled by 10X, and stored in
one of two 0.6 kB ping-pong buffers. A 512-point real-valued
FFT accelerator is implemented with a radix-4 256-point com-
plex-valued FFT shown in Fig. 16. First, the Blackman—Harris
window observing the 3—15 Hz frequency range is applied to the
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TABLE II
SIMULATED POWER BREAKDOWN OF AFE

LNA 12.5nW

Core: First Stage 10.9nW

Core: Second Stage 0.3nW

LNA | Impedance Boosting Loop 0.3nW

DC Servo Loop 0.6nW

Gm-C Filter 0.3nW

VGA 3nW

SAR ADC 0.46nW

Anti-Alias Filter 0.3nW
SAR SAR Logic 85.02pW
ADC Comparator 42.42pW
DAC 32.44pW

signal, then the FFT block will calculates the frequency spec-
trum, and the ARM Cortex-MO0+ core performs the actual detec-
tion algorithm to observe the existence of the dominant peaks in
a specific frequency range, which represents a stable heartbeat.
Once an arrhythmia is detected, the ping-pong buffer storing
the last search window no longer accepts new samples until the
waveform is fully read out through a data bus. During this time,
the other buffer acts as the primary input data channel. There-
fore, the ping-pong buffers, along with the local buffer of the
FFT, make continuous arrhythmia detection possible while tem-
porarily storing any previous abnormal activity. Note that the
ARM core instruction memory can be user-programmed to pro-
vide added flexibility such as changes to the peak detection al-
gorithm in the frequency spectrum or the frequency monitoring
window. To deal with false alarm of changes in the heart rate due

to changing levels of activity, since the irregular peaks from ar-
rhythmia usually generate faster and abrupt changes compared
with normal changes from changing levels of activity. The al-
gorithms can distinguish it by choosing right decision values in
the threshold stage.

D. Optimization for Minimum Energy Computation

To further reduce energy consumption of the FDM block a
technique called minimum energy computation [33], [34] is
applied. As the supply voltage is lowered both leakage and
dynamic power reduce. However, the system clock is slowed,
and the leakage energy per cycle increases. Eventually, the
leakage energy increase overcomes the dynamic energy savings
and total energy starts to increase. Therefore, it has been shown
that an optimal point exists, i.e., the minimum point of the
plot in Fig. 15(b). In simulation, V,p; and V,;, are 300 and
250 mV, whereas we could achieve the same performance as
Vopt in simulation at 400 mV in measurement due to discrep-
ancy between simulation and measurement. And the energy per
operation is 797 pl/op at V. Arrhythmia detection is done
only once in a 10 s window, and each detection takes approxi-
mately 500 cycles. Hence, 500 Hz input sampling frequency is
sufficient to meet performance constraints and is chosen for the
proposed system. However, the minimum supply voltage that
matches this frequency constraint lies below the energy optimal
point and therefore consumes substantial leakage energy due to
the corresponding long cycle time. Therefore, we use a faster
(10 kHz) clock and operate the detection in burst-mode (20x
faster than required). After the detection event completes the



384 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 50, NO. 1, JANUARY 2015
(a) Analog ? Digital i Fom
' ) . 10kHz 4 Utilization <0.2 |
: 500Hz 50Hz i Dut -cycled block l
Input Sample H MAF 600ms _+ Subsample Buffer .: ! FFT accelerator '
; 0.4kB FIFO 10X 0.6kB ; Butterfly [} Buffer |»{ Cortex- | !
; I Buffer <« 1kB € Mo+ -lil
' | 0.6kB oonoozmeoocozomoooocznoooooononncd Ay |
L}
: ' Peak Detectio Waveform
<Galn Contrel : Detection ' n Enable Readout Program IMEM :
L -— -— -— e o -— o GED GED aED T o=
1 - W T Y. TromFRag o
— — e o—— S
{(b) FDM Block Energy Optimization N L Bus Interface |< Interrupt/Dat! Ry
3 ASpeed Up * Duty Cycling I - - - - - - = - Data Request g'
. . - o -GS coE» o=y GED G GEb GED T T ")
I § . rR'R Detectlo Waveform L |
| g (%lgma’: fclkt l [ o Enabila Readout I
w0 iroughput-
: pven) B s !
|-§ { -------- | S - LPF R-RFlag |
17,30 4 N—
I > iR Eop=797pJ/op I | Coef Mem — |
g ' Minimum Energy Point l I 0.2kB l
I ch ' Faster f, + Power Gating
1 Energy-driven,
; (S )> | | BPF ] b -pe1) | o ] variance| |
(80-tap FIR)
| Vimin ~ Vopt Voltage | — |
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Fig. 16. Block diagram of FFT, peripheral buffers, and controller.

entire block, including the FFT and M0+ core, is power gated
with an NMOS header using a boosted enable signal. Although
a higher operating voltage is needed for this faster clock
frequency, the leakage energy per computation is greatly re-
duced and minimum possible energy consumption is achieved.
Compared to the supply voltage corresponding to just-in-time
computation, this technique increases supply voltage by 50 mV
while reducing energy by 40%.

V. MEASUREMENT RESULTS

A. Proposed AFE Measured Results

Fig. 17(a) is the chip microphotograph of the proposed SoC,
and Fig. 17(b) shows the chip inside the syringe needle. It
is fabricated in 65 nm LP CMOS technology. The amplifier

achieves 2.64 NEF with 31 nA current consumption and 6.52
1V input-referred rms noise. The measured amplifier gain
ranges from 51 to 96 dB with 250 Hz bandwidth. The fre-
quency response of the amplifier is shown in Fig. 18. The
amplifier CMRR and PSRR are measured to be 55 and 67
dB, respectively. The measured SNR and THD with 0.5 mV
peak-to-peak input sine wave with rail-to-rail output are 48.6
dB and 2.87% (—30.8 dB).

The measured maximum DNL and INL of the SAR ADC are
+1.0 and 1.8 respectively. Note that the nonlinearity resulted
from the DNL and INL are still less than the amplifier non lin-
earity as shown in the SNDR. The SNDR and the ENOB are
44.8 dB and 7.14 bits respectively. The FOM of the ADC is
25.5 fl/conv-step. The SNDR of the entire AFE are 30.7 dB
which is dominated by the nonlinearity of the amplifier.
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Fig. 18. Measured frequency response of the amplifier with the midband gain
set to 59 dB.

B. Proposed SoC Measured Results

Table III shows the overall measured system results. The dig-
ital back-end operates at 0.4 V with a clock frequency of 10 kHz.
The digital power consumption (including the clock power) is
either 45 nW (FDM) or 92 nW (R-R), depending on the de-
tection algorithm used. The proposed SoC consumes 64 nW
(110 nW) in total when running the FDM (R-R) algorithm, en-
abling > 5 day lifetime with a 3.7 mm? (51A-hr) thin-film bat-
tery. The functionality of the digital block and the analog front
end are tested with an atrial fibrillation signal generated by the
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Fig. 19. (a) Normal ECG waveform generated by ECG simulator and recorded

by the proposed system. (b) Arrhythmia waveform generated by ECG simulator
and recorded and detected by the proposed system.
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Fig. 20. (a) Test setup of the Human Chest Experiment. (b) Amplified wave-
form observed from the amplifier output terminal by the Agilent oscilloscope.
The Vol/Div is 100 mV/Div and the Time/Div is 0.5 s/Div.

ECG signal simulator (PS410 Patient Simulator, Fluke Biomed-
ical, Everett, WA, USA). The recorded waveform from the en-
tire system is shown in Fig. 19. The system successfully cap-
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TABLE I
SUMMARY OF MEASURED RESULTS FOR SOC
Technolog_;y 65 nm
Die Area 1.45 x 2,29 mm*
Vbp 0.6V
Curent 28 nA (LNA + VGA)
3 nA (ADC)
Gain 51 ~96 dB
Bandwidth 250 Hz
Input Impedance |> 100 MQ for <500hz
253 nV/{Hz (Noise
Input Referred Noise Floor)
6.52 uvV (RMS)
Amplifier SNR 86dB
AFE NEF 2.64
NEFxVDD* 0.95
CMRR@60Hz 55dB
PSRR@60Hz 67dB
THD 2.87%
ADC Bits 8 Bits
Sampling Frequency 500 Hz
ADC Max DNL/INL +1.0/+1.8
ADC SNDR 44.8dB
ADC ENOB 7.14
ADC FOM 25.5fJ/conv-step
AFE SNDR 30.7dB
Vb 0.4V
Clock Frequency 10 kHz
Total Memory 3.7kB
: 45 nW (FDM)
DSP | Power Consumption 92 W (R-R)
Main Processin ARM Cortox-M0+
it 9 |16-b 512-pt RV FFT
80-tap FIR
Test Setup for Complete System
= e e
Amplifier, T ]
sl )
Output _‘Wnl:w‘-lml»mwu‘:a
RF TX
Signal
(915
MHz)
Control
Layer
Decap  Radio  proposed ECG
Layer  Layer SoC Simulator

Fig. 21. Test setup of complete system with simulator, proposed SoC, and [16].

tures the arrhythmia signal in Fig. 19(b) under noisy supply and
signals. As shown in Fig. 20, the system also tested with human
body on the chest and commercial standard ECG electrode with
5 cm separation.
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Fig. 22. (a) Test setup of the sheep experiment. (b) Measured waveform of the
experiment. (c) Test setup of the isolated sheep heart experiment. (d) Measured
waveform of experiment from digital readout buffer (downsampled by 10x ).

C. Measurement Result with Peripherals

To build a complete electronics system, several other periph-
erals are needed including a power management unit and wire-
less module. The stacked microsystem of [16] includes a radio
layer, control layer, and decap layer and is used in system-level
testing in this work together with the proposed SoC [Fig. 3(b)].
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TABLE IV
COMPARISON TABLE
This Work Zhang, Hsu, Kim, Liu, Deepu, Long,
JSSC’13[34]| VLSI'12[10][ ISSCC’'13 [11] [ ASSCC '13 [12] | ASSCC '13 [13] [ISSCC’14[14]
: ECG, EMG, | ECG, VCG, ECG, Bio-
Target Signals ECG EEG PCG Impedance ECG ECG ECG
Technology 65 nm 130 nm 90 nm 180 nm 180 nm 350 nm 180 nm
Vop 0.6V 1.2V 0.5V 1.8V 0.5V 2.4V~3V 1.3V~1.8V
20.44 pA 22.7 nA
Current 31nA 4 pA (8-Bit, 2kHz - (Amplifier Not 12.5pA 680nA
Sampling) Included)
Gain 51 ~96 dB 40~78dB | 40 ~ 64 dB 40 ~ 64 dB - 47 ~ 66 dB 20 ~44 dB
AFE I Bandwidth 250 Hz 320Hz_|0.5~1kHz| 0.5~1kHz - 35~ 175 Hz 130Hz
Input Referred
B 6.52uVrms - - 200 nV/{[Hz - 1.4 uyVrms 4.9 yVrms
ADC Resolution 8 Bits 8 Bits 8/12 Bits | 9.3 Bits (ENOB) | 8.1 Bits (ENOB) | 9.3 Bits (ENOB) | 7-10 Bits
GRS mping 500 Hz - 250 Hz ~ - 3kHz ~6kHz | 256/512Hz -
Frequency 100 kHz
- 0.5V (1.0V -
Vb 04V 03~12V for SRAM) 0.5V 2.4V~3V i
. Analo
DsP Bl 45 nW 214w - (Analog Signal | 435nW 0.89 pA (Bhalog
Consumption Processing) Igna
2kHz~1.7 250Hz ~ Processing)
Clock Frequency 10 kHz MHz 25 MHz 500Hz -
10x Down FuIIy.stored Fully store . Store in full Stored lossless | Not storing
Memory for Waveform sampled in . Fully store in .
. in 4kB data ) sized output compressed the
Storage waveform in processor signal path
memory buffer waveform waveform
buffer memory
Syséem UEEV Tl 64 nW 69uW | 226uW 1.3 yW 457nW 32 uW 884 nW
onsumption
AFE + DSP AFE (BSI) | AFE (3ch ECG
Pono il Arrhythmia AFE+DSP| +DSP+ | +RA)+ASP + [ ADC + DSPE + | AFE + DSPE + | AFE + ASP
G Dethtion R-R osc 0SC Feature Feature + QRS
9 Extraction | Arrhythmia Arrhythmia Extraction Extraction Extraction
(FDM) . -
Detection Detection

The components of [16] consume 11 nW in the default moni-
toring mode and the wireless module is activated (which con-
sumes 20 ;W) only when needed during recharging and data
retrieval. After the proposed SoC is programmed through the
control layer and radio layer, other layers go into sleep mode
and consume 11 nW. When an arrhythmia is generated by the
ECG simulator, the proposed SoC sends an interrupt signal to
the control layer. The control layer then wakes up to retrieve the
waveform and store it into memory. Moreover, the radio layer
also wakes up and is able to send out an RF transmit signal at
915 MHz.

The proposed SoC successfully communicates with other
chips, including a power management unit and external memory
from [16], over a data bus; the complete system configuration
is shown in Fig. 21. Measured waveforms are taken by the SoC
under different scenarios including an ECG simulator (Fig. 19),
a live sheep [Fig. 22(a) and (b)], and an isolated sheep heart
[Fig. 22(c) and (d)]. The isolated live sheep heart is immersed in
conductive saline fluid to mimic the implantation environment.
The electrodes connected to the analog front end are separated
by 2 cm and located near the heart. Note the low frequency
wandering and 60 Hz noise present in the measured waveform
from a live sheep (which represents a patch-based approach

as the electrodes are placed on the skin) compared to the
isolated heart test. These signals demonstrate the signal quality
improvement of a syringe-implantable approach. Table IV
provides a comparison table to related prior work.

VI. CONCLUSION

This work presents an ultralow-power syringe-implantable
long-term observation and arrhythmia detection ECG SoC fab-
ricated in 65 nm CMOS technology. The design trades off noise
and power using analog—digital co-optimization and employs
several amplifier techniques, asynchronous SAR logic, and
minimum energy digital computation to achieve 64 nW power
consumption. The proposed circuit and new algorithm are
verified under different scenarios including an ECG simulator,
a live sheep, and an isolated sheep heart. The SoC consumes
state-of-the-art power compared to all other works with similar
functionality.
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