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ABSTRACT floorplan.

We present an interconnect model library for the synthesis and design ey2Nto et- al [11] proposed a constraint driven communication synthesi;
ploration of on-chip communication networks. This library can provid DCS)_Wh'Ch follows an approach that IS mherent_ly d_n‘ferent _from all

the energy and delay estimation interface to synthesis tools. We start i Previous ones. CDCS aims to derive a communication architecture ¢
the definition of interconnect models at different abstract levels, and tH8ff Union of heterogeneous subnetworks that all together satisfy the ori
estimate the energy consumption and delay of them. To help the Synthmgcqmmumcatlon constraints given by the_ designer. Each subnetwor
which is oriented to the optimization of energy consumption, the Iibra(l]? realized by composing elements that are instanced from the commun
provides an interface to get the minimal energy within a given bandwidtAtion library. While some constraints may end-up being implemented a
bound. Furthermore, an quadratic approximation of the relation betwd¥Hint-to-point dedicated channels, othersmezgedogether and realized
energy and wire is proposed to make automatic synthesis easier and gy Sindle shared communication medium like a bus. The final commun

quickly. Some examples on how the entire framework can be used arflgon architecture is automatically synthesized by solving a constraine
shown. optimization problem.

The goal of our work is to provide a library of interconnect elements

to help the synthesis process in CDCS. Since the optimization algorithn

1. MOTIVATION searches the best implementation of a given specification in design spac
we need to associate the interconnect elements with the performance/cc

. . . nifold. An analytical wire model for the computation of delay and
and heterogeneity. Complexity comes from the technology scaling rgy consumption of an on-chip wire (and parallel wires as well) was

increasing cost of the mask-set, which is the dominant portion of the NQfje " pifferent from some traditional schemes which only aim to mini-
recurrent engineering (NRE) costs. The prohibitive NRE cost forces sy ¢ the delay, CDCS also focuses on optimizing the energy consumptio
tem integrators to design reusable platforms that is able to support a

thin a given bandwidth requirement. Therefore, the library provides

range of applications. Given the heterogeneous nature of today's applis the interface to get the minimal delay and the interface to get the
cations, the_ platforr_n has to a_lccomnjodate avarlety of functionalities t_'ﬂ%imal energy within a given bandwidth requirement. Synthesis tool
call for the integration of an increasing number of intellectual properties, tjjize these interfaces to estimate the performance and cost of diffe
(IP) on the same die. Integration has been made possible by technologyiniementations. Furthermore, the relation between energy and wir
scaling, which decreases the feature size and allows millions of transisiafg is studied, which will facilitate the auotmatic synthesis progress
to fit on the same amount of silicon area. Chips with a hundred IP’s are -
becoming reghnes n today_’s consumer elef:tronlc products. . . Our library can be integrated to a SystemC [1] netlist that simulates
As stated in [8], local wires will scale with technology scaling whilgne eryork function and performance. The result of the communicatior
global wires will not. It means that while synthesis of a single IP can si{ s is a network composed of point-to-point links connected throug
be done using the traditional register transfer level (RTL) design flow (@l ;;ars.

Ieastl for the next few years), IP’s integration will become more and morérpe paper s organized as follows: section 2 explains the general methc
problematic. ology, section 3 introduces our interconnect models at different abstrac

The computer aided design community has focused on ne.tworks-[%nv-ebv section 4 presents the energy-driven optimization, section 5 show
chip as a new design paradigm to overcome the increasing chip COMpi&X-qy nthesis results by utilizing our library , and finally section 6 draws a
ity. Recently Beninet al. have proposed a new paradigm for network onsg . cjiusion.

chip (NOC) design [5]. The on-chip communication problem is based on

an approach similar to the micro-network stack model [13]. The authors

discussed the design problems and possible solutions for each level of the

stack from the appgficgtion level to tﬁe physical level through the topat- METHODOLOGY

ogy and protocol level. For the topology selection problem the currentWe build our library hierarchically, starting from a detailed elementary
standard solution is the use of a single bus, but this may turn out quitewire model to an abstract bus model. The methodology of our whole
efficient from a energy consumption viewpoint. Hence, the authors of [#rary is shown as following Figure 1.

pointed out the energy-saving benefits of using a packet-switching archiAs in the figure, the elementary wire model is the base of other ele-
tecture. However, they focused on providing some examples of knoments. It deals with the circuit parameters and gives the estimation o
topologies and did not discuss the problem of selecting an optimal topaélay and energy consumption. The entire wire model is constructed b
ogy. In [10] the authors proposed a methodology centered on the sirmambining elementary wires through buffers, also it can be seen as th
lation and analysis of traces. The resulting communication architectuesult of inserting buffers to an elementary wire. Bus model is a set of
is an interconnection of known and well-characterized communicatiparallel entire wires; each of them will transfer "1” or "0” at a certain time
structures like buses. In [6] the interconnection structure between caméd some interline capacitance may occur when adjacent wires have tt
putation blocks is fixed (in a grid) and predictable. Information is routespposite value. Furthermore, we can construct higher level models abov
in the communication network by means of dedicated switches. In [&]s, e.g., router.

the authors proposed an algorithm to optimize the chip floorplan in orderAll the elements on different abstract levels have the interfaces whict
to minimize the point-to-point communication cost among IP’s. Startirgan provide the delay and energy estimation for some given parameter
from the task graph of a given application, the authors proposed an al§bey can also provide the estimation of minimal delay and minimal energy
rithm to implement the communication architecture as a set of point-tmder a bandwidth constrain. Synthesis tools can utilize these interface
point dedicated links whose cost is minimized by choosing an appropritdeoptimize the on-chip interconnect.

Today's on-chip systems have two peculiar characteristics: comple



/ Route ... \ Cy is proportional to the size of the buffer aRy is inversely proportional
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Figure 1: Methodology of Our Library Welet is_the yvidth of the elementar_y wirf_s. Mov_ing to a_higher metal layer,
wire width increases, thus reducing wire resistanggis a sum of area
capacitance, fringe capacitance, and interwire capacitance. It is given by

3. INTERCONNECT MODELS

Long interconnect wires present bandwidth bottlenecks for on-chip net- Ow = Careart Ciringe + Cinterwire

works. The most widely used method to reduce propagation delay through = CaleletWelet + 2Crlelet + NGlelet

a long wire is to insert buffers and break the long wire into smaller seg; C;, andG; are unit area, fringe, and interwire capacitances. They are
ments [4, 12, 2, 3], as shown in Figure 2. Inserting intermediate buffeimmonly found in data sheets for a given technology and process. Actu:
may lead to high energy consumption. The trade-off between delay af@rwire capacitance is also data and configuration dependent. If a wir
energy consumption can be explored and optimization could be cariiggsolated by itself, its interwire capacitance is zero. This is rarely the
out based on certain metrics, which will be discussed in next section.cg}se in practice. In a bus configuration, for examp|e’ a wire is surrounde
our work, we focus on energy consumption instead of power consumptigntwo neighboring wires, one on each side. The switching characteris

to separate the effect of frequency. tics on the wire and its neighbors either contribute or reduce the interwire
capacitance due to Miller Effect. In the worst case, for instance, the wire
[:;: A D‘C ,I.H.',“.',L l-r‘:’ A iy undergoes high-to-low switching, and two neighbors both carry on low-
i v to-high switching. The resulting interwire capacitance will be four times
as large. In the best case, the wire and two neighbors carry on switchin
in the same direction, reducing the interwire capacitance to zero.

From equation 1, we can minimize propagation delay with respect
to buffer sizes.

Opo  _ Ry

Figure 2: Buffered wire s —0.69?c\N+0.69rWCd =0
With buffers inserted, the wire is divided into a number of shorter seg- Sopt = / RdCw — RaCulelet _ RdCw )
ments. We start constructing our models from these segments. We use an rwCq RuleteCd RaCd

elementary wire model to characterize delay and energy consumptlo%\gfandRW are unit capacitance and resistance of the wire. Notice that the

a wire segment. Assume an elementary wire of lehgth resistance,, . o . o
and capacitancey. Using a distributed wire model, the propagation de?op%n;?&lllt:;;feerr :ﬁﬁ;ﬁg&%‘;}@endem on wire length. Rather it is related

lay through the wirgp , = 0.38rCy. The elementary wire is terminated . . .
by one buffer at the front and one buffer at the end. Figure 3 shows t ye can also find the impact on energy consumption when buffers ar

h ; L
schematic of one such elementary wire. Let buffer intrinsic resistance'%grOduced' The average energy consumption per transition is give by,
Ry, buffer gate capacitand®, and the intrinsic capacitan€g. Assume Eelet = G(2Cb+0w)ded = 2qu,ded +(1((:\,\,ded

G =GC,.
' Wherea is the activity factor. When buffers are used, extra energy is

dissipated. With larger buffers, energy dissipation will be higher.

Using the elementary wire model as an abstraction, interconnect wire
can be modeled as a concatenation of elementary wires. Consider equ
division of an interconnect wire. We made this assumption because it i

Wy
e o [ usually true in implementation and equal distance will give a short delay

Bl W, O

[ Cb The number of elementary wire segments is giverby: H‘%ﬂ or Lial

elet
for long wires. We assume the latter one for convenience. The total dela
e through the long wire will be

L
fora = Mlelet= o2 (2po+ o.esg%cW +0.69SCy + 0.38ruCw)

Ielet
2t Cw
Ltotal(ipo + 0‘69Rd

lelet S
Using Elmore Delay formula [7], the delay through the elementary Wlﬁaesult from equation 3 is intuitive. When no buffer is insertagy —

Liotal @nd only the last term in the equation remaing;gq = O.38RWCWLt20ta|.

telet = 0.69RCp + 0.69RyCw + 0.69(Ry + rw)Cp + 0.38rwCw As more buffers are addetye; decreases, reducing wire delay but also

Figure 3: Elementary wire model
+0.69RysCy + 0.38RyCulelet) (3)

is,



introducing buffer delays and delays from coupling between wire al
buffers. We can minimizéqg With respect tdgjet to find the optimal
elementary wire length.

|
/

attotal 2tp0 delay delay /
elet elet s
2% | opt size
pO
Iopt.elet = A 200 ~ 4) ] '
0.38R,Cw elementary wire length buffer size

Optimal elementary wire length is independent on total wire length. Itis

only related to metal layer and technology. Using the optimal buffer size

found in 2 and optimal elementary wire length found in 4, we can calculat&igure 4: Constraints of Elementary Wire Length and Buffer Size
the optimal interconnect wire delay.

toptﬁtotal = Ltotal(\/cm-l-ovf)g RwCwR4Cy 4 .

2R, Cit
+  0.69/RWGyRGCq +0.38y/ TR0
0.38 09 ]
= 2.82otal/ RvCwRdCq \
\ —— 0.25 technolo
Optimal delay depends on wire length linearly. This makes the bufi 08| 1
insertion strategy especially attractive to long wires. We then derive 1 g \\\\
total energy consumption per transition on the wire. i ol \ \\
80N |
-~ _ Liotal 2 2 g \ ~_
Erotat = MEelet= -~ (2a5CqVjg + aCwVia) 2 \ —
elet , 06l AN \\‘\ 1
20V, S T
Ltotal( | d4d 4 aCuViy) (%) ~~_
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Equation 5 suggests that as we introduce more buffers and larger buff T .
the first term increases and energy consumption goes up. To minirr
energy consumption, the intuitive way is not to use any buffers at all, O T 2 a3 4 is 16 17 18 s 2
this will lead to a long delay. In real application, we can optimize th Normalized Delay

energy consumption within some range. There is generally a trade-un
between delay and energy consumption.

Figure 5: Normalized Energy VS Delay
4. ENERGY DRIVEN OPTIMIZATION

The optimal energy consumption can be obtained at a given bandwidth,
which is the reciprocal of the delay. Given a delay requirement, we canergy within a certain delay bound. In Oul&chnology, for example,
use Equation 5 and 3 to optimize energy consumption. Since there isl16% delay only requires 65% energy, even less than that iquo. 2&ch-
closed form solution for the energy optimization problem, we will sinRology. This is mainly because the effect of leakage energy becomes ir
ply search the available buffer sizes and elementary wire lengths. Tmeasingly prominent in submicron processes. It will increase the effect o
search is carried out under the delay constraint. We can enumeratefitise part in Equation 5, so we can get more benefits in energy optimiza
buffer sizes since we can assume it is a discrete number. By analyzingtitie. And this observation makes our energy optimization strategy more
equations, range of enumeration can be set. For example, the buffer atheantageous in newer processes, which has a newer technology.
for the optimal delay will be the upper bound. Because if the buffer sizeAbove analysis shows the effect of energy optimization and our library
is bigger than this value,we can reduce the size to achieve lower engrgyides the interfaces to do this optimization. We can utilize these in-
consumption and delay at the same time, which means it will not be tieefaces to help synthesis. And more thing can be done; following we
size for optimal energy consumption. Following figure 4 depicts the ramill discuss how to make the automatic synthesis easier by providing the
constraints for the ranges of elementary wire length and buffer size, whfahction between energy consumption and total wire length. This will be
may give an optimal energy consumption. We only need to search theused in the automatic topology synthesis algorithm which optimizes for
ementary wire lengths which are larger than the optimal delay elementtrg energy. For a given delay bound or a given bandwidth bound, we ca
wire length, and the buffer sizes which are smaller than the optimal defagt compute the optimal energy consumption versus different total wire
buffer size. We can shrink these ranges by more constraints to fastlémgths. Figure 6 is an example, in which the bandwidth requirement is
search process. 100M bit/s and the total length varies between 0.1mm and 100mm. Fo

Intuitively we can achieve a lower energy consumption with a loostorter wire length, the relationship between energy and length is linea
delay requirement. Figure 5 depicts the relationship between energy ashile for longer wire length, this relationship becomes quadratic. The
sumption and delay bound. X-axis is the normalized delay , i.e., the detagson is that when the wire length goes up, larger buffers and shorter el
bound over optimal delay; Y-axis is the normalized energy, i.e., optinrakentary wire lengths are needed, so the first term of Equation 5 will have
energy within the delay bound over the energy for the optimal delay. a larger effect, resulting in a non-linear relationship. When the total wire

This figure was derived based on Qu@btechnology and 0.18n tech- length exceeds a certain value, it cannot meet the bandwidth requireme
nology, using a total wire length of 20mm. We see that the energy caere matter what buffer size and elementary wire length are chosen. By ok
sumption can be reduced to a great extent when the delay bound is relasenzing curve shapes under different bandwidth requirements, we chos
For example, in 0.2%m technology, 110% delay requires only 72.5% era quadratic functiorf = cx? to approximate the relationship between en-
ergy. For applications with loose delay constraints, we can optimize fngy consumption and total wire length. One reason of choosing quadrati
energy consumption, rather than for minimal delay. Furthermore, whiemction is that it can help the synthesis algorithm more, and another ree
technology scales down, we get more energy savings from optimizisgn is that this approximation is close to the reality when the total wire



o First we will briefly introduce the SystemC library we built. All the
12 T T elements are constructed hierarchically. The elementary wire model i
the base of other models, and the higher abstract models are construct
L | based on the lower ones. All elements have the interfaces to provide dele
/ and energy estimation, also the interfaces to get optimal delay and optim:
energy. To help the automatic synthesis, the function between energy ar
08 / . wire length is also provided. Furthermore, synthesis tools can configur
the models by giving many parameters, such as the technology paramete

type of optimization, wire length and so on.

For the CDCS synthesis tool, the models used are a point-to-point(PtF
bus model and a router model. PtP bus can be configured through param
04l i ters, such as those ones mentioned above, and the router is constructed
providing a routing table and the FIFO length. Following Figure 8 shows
the whole synthesis methodology.

0.6- b
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Figure 6: Optimal Energy versus Total Wire Length Synthesis
‘ Wires
Abstraction
length goes up, which is more valuable to be dealt with. The coefficient Point-to-Point
is related to bandwidth requirememt By using function fitting scheme, Links and
we getc versus bandwidth relation, as shown in Figure 7. The Qu25 Routers
technology was used, and the bandwidth varies from 10M bit/s to 500M Synthesis
bit/s. We find that when the bandwidth is below a certain value, e.g. 80M ‘ Network performance/cost
results
SystemC
1ot Netlist [ ‘ N
58 ' Generation

Figure 8: Synthesis Methodology

The synthesis results are shown as follows. Figure 9 depicts the resu
of automatic synthesis, which utilizes the function between energy anc
sl i wire length. The left graph is the interconnect constraints, and the righ
graph is the topology synthesis result.
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Figure 7: Coefficient ¢ versus Bandwidth Requirement b
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bit/s in Figure 7, the relationship betweemnd bandwidttb is concave. o
Past that value, the function is almost linear. This property is useful for
synthesis, which will be explained later. We use a linear function to ap-
proximate the relation betweerandb. Finally, we can approximate the

relation between optimal energy and total wire length using the following
equation,

Figure 9: Synthesis Topology

Figure 10 shows the comparison of energy optimization and delay opti
mization. We do the computation based on the result of topology synthe
Etotal = CbLZ, sis mentioned above. From the result, we can see that energy optimizatic

. . . . . .. scheme can greatly reduce the energy consumption.
whereC is a constant, anl is bandwidth requirement. This equation is

more accurate for longer wire and higher bandwidth requirement. 6. CONCLUSION

We developed an analytical model for delay and energy estimation o
5. SYNTHESIS on-chip wires. Also we developed two algorithms for delay and energy
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Figure 10: Energy Optimization VS Delay Optimization in Synthesis

optimization for given length and bandwidth constraints. Based on these,
we built a library of communication components for on-chip networks
synthesis and simulation.

Future work may include adding the effect of on-chip routing and lim-
ited buffer availability; building estimation models for more complex struc-
tures, e.g., building a more complex bus model; and comparing the results
with final implementations.
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