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Abstract—Atomicity violations are among the most severe and prevalent defects in concurrent software. Numerous algorithms and tools have been developed to detect atomicity bugs, but few solutions exist to automatically fix such bugs. Some existing solutions add locks to enforce atomicity, which can introduce deadlocks into programs. Our recent work avoids deadlock bugs in concurrent programs by adding control logic synthesized using Discrete Event Systems theory. In this, we extend this control framework to address single-variable atomicity violation bugs. We use the same class of Petri net models as in our prior work to capture program semantics, and handle atomicity violations by control specifications in the form of linear inequalities. We propose two methodologies for synthesizing control logic that enforces these linear inequalities without causing deadlocks; the resulting control logic is embedded into the program’s source code by program instrumentation. These results extend the scope of concurrency bugs in software systems that can be handled by techniques from control engineering. Case studies involving two real Java programs demonstrate our solution procedure.

I. INTRODUCTION

Computer and software engineering is a rich application area for control systems technology. Indeed, classical control theory, based on continuous-variable and time-driven models, has been applied to computer systems problems, such as throughput stabilization, and has achieved commercial success [11]. Many important problems in computer and software engineering, however, are discrete in nature and naturally fall into the realm of discrete-variable and event-driven systems, i.e., Discrete Event Systems (DES). The growth of software defects has paralleled and shadowed the rapid advancement in computer technology. Relevant issues such as safety and consistency are inherently discrete-event problems. Recently, there has been a growing interest in the application of concepts and techniques from DES to software systems and embedded systems; see, e.g., [6], [8], [10], [13], [20], [31]. In particular, the paradigm of controlling software execution to avoid software defects at runtime has received significant attention.

Multicore architectures are pervasive in today’s computer systems. They have forced programmers to write concurrent programs, a task known to be time-consuming and error-prone. Deadlocks, races, and atomicity violations are the three major types of concurrency bugs [22]. (These terms are defined in Section II-A.) There has been a substantial amount of work on practical tools that automatically detect these types of software bugs. While techniques that detect races and deadlocks are relatively mature [9], [27], atomicity violations are known to be difficult to detect and they have been the focus of several studies; see, e.g., the recent work [12], [28] and the references therein. While numerous studies are dedicated to bug detection, fixing detected bugs largely remains a manual operation in practice. A few exceptions exist, and they are often based on heuristic techniques that may not be provably correct. This is because solutions that fix deadlock [15] and atomicity violation [14] bugs may introduce new deadlocks. Another approach uses rules to delay thread execution when there is a potential atomicity violation [5].

In our prior work in the Gadara project [1], we have addressed the avoidance of circular-mutex-wait deadlocks in concurrent programs using Petri net models and controller synthesis techniques from DES theory; see [30], [31]. This important problem is prevalent in today’s multicore computer architectures and it occurs when two or more concurrent threads holding exclusive access to shared data, through mutual exclusion locks, or mutexes, are caught in a circular wait situation. Exploiting the fact that Petri nets modeling mutex-based concurrent programs, called Gadara nets and formally defined in [32], are one-safe (i.e., their places contain either zero or one token), we have developed two specialized control algorithms for provably avoiding circular-mutex-wait deadlocks. The first technique is called Iterative Control of Gadara nets, or ICOG, and it was first presented in [18]. ICOG is an iterative procedure based on the detection of a special class of siphons in the Gadara net model of a program, coupled with the the Petri net control technique of Supervision Based on Place Invariants (SBPI) [23] for enforcement of linear inequalities upon the net marking. ICOG guarantees finite convergence and correctness of the resulting control logic, implemented in the form of control places (also called monitor places) that control the original Gadara net. In parallel, we have developed an alternative and complementary technique called Marking Separation using Linear Classifiers, or MSCL, which linearly separates unsafe and safe markings using Mixed Integer Programming (MIP) in a single iteration [24]. The control logic is also implemented in the form of control places. Both ICOG and MSCL synthesize maximally permissive control logic. In its current implementation, MSCL requires explicit state space enumeration but it provably minimizes the number of
This paper extends the Gadara control framework to address other classes of concurrency bugs beyond circular-mutex-wait deadlocks. Specifically, we consider a class of atomicity violation bugs called “single-variable atomicity violations.” We employ Gadara nets as defined in [32] to capture this class of bugs by control specifications expressed as linear inequalities on the net marking. We show how to adjust the construction of the Gadara net at modeling time to eliminate potential deadlocks introduced by these control places. If one is interested in obtaining the minimum-size controller (in terms of number of added control places), then MSCL can be employed, albeit the process is more involved. For this purpose, we develop a novel state space exploration algorithm to identify so-called “boundary” atomicity violation markings. Next, the standard automaton-based supervisory control algorithm for the supremal nonblocking controllable sublanguage is applied to identify unsafe markings (due to uncontrollability or blocking) in the remaining set of markings. Finally, we separate both the original atomicity violation markings and the above unsafe markings from the set of safe markings using the MIP formulation of MSCL.

This paper is organized as follows. First, background discussion on concurrency bugs is given in Section II, then, necessary background on the control framework adopted in this paper is presented in Section III. Section IV presents the approach that we propose for tackling single-variable atomicity violation bugs by DES control techniques, leveraging both ICG and MSCL. Experimental results are given in Section V and concluding remarks follow in Section VI.

II. BACKGROUND ON CONCURRENCY BUGS

A. Races, Atomicity Violations, and Deadlocks

Multiple threads in concurrent programs communicate via shared memory for the sake of efficiency. A data race occurs if two threads access the same memory location simultaneously, and at least one of them is a write operation [3]. Figure 1 is an example of a balance transfer function. There is an array of accounts, denoted by $a[1]$, $a[2]$, ..., $a[j]$. The function moves amount $x$ from account $a[i]$ to account $a[j]$. A race occurs if two threads call this function simultaneously to transfer money to or from the same account. Programmers should avoid data races because the output is unpredictable due to different execution interleavings. Furthermore, code optimization techniques employed by modern computer architectures and compilers can lead to results “out-of-thin-air” for programs with races [2]. A data race can be trivially fixed by protecting each memory location with a mutex lock. Since at most one thread can hold a mutex at any time, there is no simultaneous access to the same memory location. In Figure 1b, we use a lock array whose size is identical to the account array to protect the latter. The accesses to $a[i]$ and $a[j]$ are protected by locks $l[i]$ and $l[j]$, respectively. The program is now race free.

However, adding locks to protect merely the problematic statements does not guarantee the atomicity requirements of the program as a whole. The concept of atomicity originates from database systems where it intuitively means “all or nothing”: either a transaction completes as a whole or there is no effect at all to the database state. For programming languages with transaction constructs (sometimes called atomic sections), as in transactional memory programs [16], an execution is atomic if the computation result is equivalent to some serial execution, i.e., transactions are executed one after another; this is referred to as “single-global-lock semantics” and corresponds to a notion called serializability [25]. For most programming languages, the notion of transaction is not defined. Existing atomicity violation detection tools use heuristics to determine the boundary of transactions, e.g., a critical section protected by some lock is often considered as the scope of a transaction. Assuming function $Xfer$ must be atomic, the race-free version in Figure 1b may violate atomicity. For example, if someone queries both accounts $a[i]$ and $a[j]$ between statements $unlock(l[i])$ and $lock(l[j])$, the result is incorrect and not equivalent to any serial execution.

On the other hand, moving the acquisition of $l[j]$ to the beginning of $Xfer$ enforces atomicity, but a deadlock occurs if two threads concurrently transfer money between two accounts in opposite directions. This is an instance of the circular-mutex-wait deadlock mentioned in Section I, where a set of threads is holding a set of locks and waiting to acquire locks in the same set. In prior work in the Gadara project, we developed two new control-theoretic approaches to eliminate circular-mutex-wait deadlocks in concurrent programs: see [24] and [18], [19]. This paper focuses on extending these solution paradigms to certain classes of atomicity violation bugs.

Detecting atomicity violations is substantially more difficult than deadlock detection. First, unlike a deadlock, an atomicity violation does not stop the program from running. The bug may propagate and eventually crash the program at a location distant from the atomicity violation, or the bug may silently cause incorrect output. Second, concurrent programs are nondeterministic. Inputs, thread scheduling, and hardware characteristics all affect the execution, which makes it difficult to reproduce an atomicity violation. Simply monitoring and debugging the code can make the bug disappear, a phenomenon called a Heisenbug. In addition, it is computationally expensive to determine whether an execution is serializable [25]. There are actually several no-

\[
xfer(i, j, x) \\
\text{lock}(l[i]); \\
a[i]+=x; \\
\text{lock}(l[j]); \\
a[j]+=x; \\
\text{unlock}(l[i]); \\
\text{unlock}(l[j]); \\
\}
\]

(a) Race (b) Atomicity violation (c) Deadlock

Fig. 1: Transfer balance $x$ from account $i$ to account $j$.
tions of serializability that have been proposed and studied; a discussion of these is beyond the scope of this paper. We note that testing for the notion of view serializability is NP-complete. The notion of conflict serializability can be verified in quadratic time using the conflict graph, but this complexity is still too high for runtime instrumentation. Consequently, atomicity violation detection has been one of the main research themes in the programming language community for the past decade; we refer the reader to two recent papers and the references therein [12], [28].

Finally, we mention that after detection, fixing atomicity violation bugs remains largely manual. A recent proposal adds locks to protect atomic sections, but it may introduce deadlocks that eventually require manual inspection and fix [14].

B. Single-variable Atomicity Violations

In its most general form, an atomicity violation may involve multiple variables with different combinations of read/write operations [29]. Detecting multi-variable atomicity violations is very challenging. Most existing atomicity violation detection tools focus on the single-variable case, which is also the focus of this paper.

Figure 2 is the unique pattern of execution traces exposing a single-variable atomicity violation [29]. More complicated single-variable atomicity violations are composed from this pattern. The three statements \( a, b, c \) all access the same variable. The trace of Thread 1, \( a \) to \( c \), is executed within a transaction, e.g., within a critical section protected by a lock. Statement \( b \) may or may not be inside a transaction. Intermediate values within a transaction should not be accessed by other threads. Therefore, an atomicity violation can occur if Thread 2 executes \( b \) while Thread 1 is in between \( a \) and \( c \), denoted as \( a \rightarrow b \rightarrow c \).

The precise definition of an atomicity violation differentiates read and write accesses to \( var \). Since each access is either read or write, there are \( 2^3 = 8 \) combinations in total. If \( b \) is a write, all four combinations of \( a \) and \( c \) violate atomicity. If \( b \) is a read, an atomicity violation occurs only when both \( a \) and \( c \) are writes. Therefore, there are five combinations that violate atomicity [29]. Most atomicity violation detection tools differentiate read/write accesses, and detect only the violating combinations. In this paper, however, we use a uniform control specification for all five combinations.

Note that Figure 2 is an execution trace instead of the actual code. The trace between \( a \) and \( c \) is only one possible path in the code that goes from \( a \) to \( c \). Furthermore, the two statements may not be distinct, e.g., they can be the same statement executed in different iterations of a loop. Statement \( b \) need not be distinct from \( a \) or \( c \) either, which implies the same body of code is executed by two threads. Overall, for a single variable, there can be multiple atomicity violation traces that correspond to different code sections. Different variables may result in different violation traces, for which the corresponding code sections may overlap. The situation is different from multi-variable atomicity violations. The solution procedure we present in this paper handles the former but not the latter. For example, Figure 1b is a multi-variable atomicity violation with two variables; considering \( Xfer \) as the scope of the transaction, there is no single-variable atomicity violation in this case.

III. Control Framework for Concurrent Programs

Before we can present the specifics of the contribution of this paper, it is necessary to review the methodology adopted in the Gadara project for online control of concurrent software based on offline synthesis of control logic. In the offline phase, a suitable model of the program is extracted from the source code at compile time in the form of an enhanced Control Flow Graph (or CFG). The enhanced CFG is translated into a Petri net model. Subsequently, techniques from DES control theory are used to synthesize control logic that will enforce the given specifications, namely, avoidance of circular-mutex-wait deadlocks in the prior work in the Gadara project. This synthesis process must also enforce the optimality criterion of maximal permissiveness. Furthermore, a crucial synthesis constraint is that the control flow of the program cannot be altered; in other words, the control logic cannot force the program along a given branch (of an “if/then” statement for instance), since this would alter structurally the behavior of the program. This is ensured by modeling such transitions as uncontrollable. The control logic is allowed to delay a given step of the program, e.g., the acquisition of a mutex lock. The last step of the offline phase is the instrumentation of the synthesized logic into the program’s source code. In the online phase, the program executes with its embedded control logic. Since the offline synthesis step is based on formal theories, it is provably correct (with respect to the model), and, thus, the execution of the program is guaranteed to satisfy the given specification. For performance reasons, the overhead of executing the embedded control logic should be minimized as well.

A. Program Modeling

A CFG is a high-level graphical representation of all code execution paths that might be traversed by the program. It is constructed during compilation of the program. We extract the CFG and augment it with additional information about lock variables and lock functions. The enhanced CFG is a directed graph. It is therefore straightforward to convert it into a Petri net model. In the resulting Petri net, lock acquisition and release statements are modeled as transitions. So are control transfers between the CFG’s basic blocks, i.e., branch-free sets of consecutive instructions. Places in the Petri net represent statements in the program other than lock operations. In [32], we formally defined the class of Petri nets that arises from the above modeling process when considering circular-mutex-wait deadlock-avoidance as the given specification; we have called them Gadara nets. (We
assume the reader is familiar with standard Petri net concepts and notations.

Definition 1: [32] Let \( I_N = \{1, 2, ..., n\} \) be a finite set of process subnet indices. A Gadara net is an ordinary, self-loop-free Petri net \( \mathcal{N}_G = (P, T, A, m_0) \) where

1. \( P = P_0 \cup P_S \cup P_R \) is a partition such that: a) \( P_S = \bigcup_{i \in I_N} P_i, P_i \neq \emptyset, \) and \( P_S \cap P_S = \emptyset, \) for all \( i \neq j; \) b) \( P_0 = \bigcup_{i \in I_N} P_0, \) where \( P_0 = \{p_0\}; \) and c) \( P_R = \{r_1, r_2, ..., r_k\}, k > 0. \)
2. \( T = \bigcup_{i \in I_N} T_i, T_i \neq \emptyset, T_i \cap T_j = \emptyset, \) for all \( i \neq j. \)
3. For all \( i \in I_N, \) the subnet \( \mathcal{N}_i \) generated by \( P_i \cup \{p_0\} \cup T_i \) is a strongly connected state machine. There are no direct connections between the elements of \( P_S \cup \{p_0\} \) and \( T_j \) for any pair \( (i, j) \) with \( i \neq j. \)
4. \( \forall p \in P_S, \) if \( \|p\| > 1, \) then \( \forall t \in P, \bullet t \cap P_R = \emptyset. \)
5. For each \( r \in P_R, \) there exists a unique minimal-support \( P \)-semiflow, \( Y_r, \) such that \( \{r\} = \|Y_r\| \cap P_R, \) \( (\forall p \in \|Y_r\|)(Y_r(p) = 1), \) \( P_0 \cap \|Y_r\| = \emptyset, \) and \( P_S \cap \|Y_r\| = \emptyset. \)
6. \( \forall r \in P_R, m_0(r) = 1, \) \( \forall p \in P_S, m_0(p) = 0, \) and \( \forall p \in P_0, m_0(p_0) \geq 1. \)
7. \( P_S = \bigcup_{i \in I_N} (\|Y_i\| \setminus \{r\}). \)

Due to space limitations, we refer the reader to [32] for a discussion of the elements of this definition in relation to multithreaded software using mutex locks. Briefly, each process subnet represents one thread (which could be instantiated more than once), \( P_0 \) is the set of idle (or initial) places for these threads, \( P_S \) the set of operation places of the process subnets, representing the basic blocks in the CFGs of the respective threads, and \( P_R \) the set of resource places, namely mutex locks, that are shared among the process subnets. Conditions 5) and 6) are key conditions that arise from the fact that a mutex is an exclusive lock that is acquired then released, resulting in the semiflow condition 5) with initial marking as stated in condition 6). Condition 7), which will be relaxed later in this paper, refers to the fact that for the purpose of circular-mutex-wait deadlock-avoidance, the Petri net model of the program can be pruned so that the process subnets only model the critical sections of the program, where one or more mutex locks are being held.

B. Supervision Based on Place Invariants

Supervision Based on Place Invariants (SBPI) is a general control framework for characterizing forbidden markings and synthesizing control logic that avoids them. The control specification of SBPI is a linear constraint \((l, b)\) such that

\[
l^T m \leq b
\]  

where \( l \) is an integer weight (column) vector, \( m \) is the Petri net marking, and \( b \) is an integer scalar. Constraint (1) states that the weighted sum of the number of tokens in each place should be less than or equal to the given constant \( b. \) We want to avoid all markings that violate the linear constraint in (1), while allowing all other markings. This is achieved by adding a new control place to the net with arcs connecting to existing transitions. This added control place follows the same Petri net dynamics, i.e., it blocks an output transition when its token count is insufficient, and allows it otherwise. Specifically, we solve the following equation for the connectivity of the new control place, denoted by \( c, \) in terms of the Petri net incidence matrix \( D: Dc = -l^T D. \) A solution exists if \( m_0(c) = b - l^T m_0 \geq 0. \) We refer the reader to [23] for detailed coverage of SBPI.

The control place calculated by SBPI is connected to a subset of transitions in the original Petri net. For the concurrent software control applications that interest us, this subset is typically very small. All other transitions in the original Petri net are unaffected by the added control logic, which operates in a highly concurrent fashion. This contrasts sharply with approaches to concurrency control that apply centralized checks every time certain operations are performed (e.g., Banker’s Algorithm [7] and those based on automaton models).

Linear Separability between safe and unsafe markings is a necessary and sufficient condition for avoiding exactly the latter when using SBPI. The reachable marking space of a Petri net \( \mathcal{N}, \) denoted as \( \mathcal{R}(\mathcal{N}), \) is a subset of the integer vector space \( \mathbb{N}^n, \) where \( n \) is the number of places in the Petri net. The linear constraint \((l, b)\) is a hyperplane that partitions the space. Avoiding unsafe markings using SBPI is equivalent to finding a set of hyperplanes that separate these markings from safe markings; it is also equivalent to the condition that unsafe markings must be outside of the convex hull constructed from safe markings [24]. Formally:

Definition 2: Consider two vector sets \( S \) and \( U \) from an \( n \)-dimensional vector space. \( S \) is linearly separable from \( U \) if there exists a set of \( k \) linear constraints \((l_1, b_1), ... (l_k, b_k)\) such that

\[
\forall m \in S, \forall i \in \{1, ..., n\} : l_i^T m \leq b_i \quad (2)
\]
\[
\forall m \in U, \exists j \in \{1, ..., k\} : l_j^T m > b_j \quad (3)
\]

We can add a control place for each linear constraint \((l_i, b_i), \) and the “conjunction” of these places achieves the desired separation. More specifically, inequalities (2) indicate that every marking in \( S \) should satisfy all linear constraints, and therefore are to be allowed by the control logic. On the contrary, inequalities (3) state that each marking in \( U \) must violate at least one constraint, and therefore are to be forbidden by the control logic. The following theorem recalled from [24] guarantees the existence of a linear classifier for any subset of reachable markings we want to avoid when dealing with nets with binary markings.

Theorem 1: [24] Any two disjoint sets of \( n \)-dimensional binary markings, i.e., \( S \subseteq \{0, 1\}^n, U \subseteq \{0, 1\}^n, \) and \( S \cap U = \emptyset, \) are linearly separable.

C. Control using Iterative Siphon Analysis

We have shown in [32] that circular-mutex-wait deadlock avoidance of a concurrent program is equivalent to liveness of its Gadara net model, where the notion of liveness is the standard one: every transition is eventually firable from every reachable marking. The first control methodology developed in the Gadara project for liveness enforcement in Gadara nets that is leveraged in the present work is called "Iterative Control Of Gadara nets" and abbreviated as ICOG. Due to space limitations, we refer the reader to [18], [19] for a description of ICOG and a formal study of its properties. Note that ICOG deals with uncontrollable transitions (cf. [18]), an essential requirement in the present application.
domain as was mentioned at the beginning of this section. Briefly, ICOG exploits the structural property of siphons in Petri net structures, where a set of places forms a siphon if its set of input transitions is a subset of its set of output transitions. Violations of liveness in a Gadara net can be completely captured by the reachability of certain types of siphons, called “resource-induced deadly marked siphons.” These can be detected by solving an MILP problem, and an appropriate linear inequality can be written to prevent their reachability. Then, SBPI is used to enforce the desired linear inequality by means of a control place. ICOG is by necessity an iterative procedure as the addition of control places may affect the liveness of the controlled Gadara net, i.e., it may result in new resource-induced deadly marked siphons. We have shown in [18] that ICOG is finitely-convergent and that it enforces liveness of the controlled Gadara net in a maximally-permissive manner. These results extend the large body of literature on liveness-enforcement of special classes of Petri nets (see the survey paper [17] and the references therein) by suitably exploiting the structural properties of Gadara nets.

D. Control using Marking Separation with Linear Classifiers

Instead of iteratively searching for absence of liveness by siphon analysis as in ICOG, we can find all unsafe markings in the reachability graph of the original Gadara net, and then calculate a minimum set of linear inequalities to separate them from all the safe markings. After this is done, we use SBPI to implement the desired linear inequalities back on the Petri net by control places. This is the approach that is formally developed in [24], along with experimental results that demonstrate its scalability. The resulting methodology is called Marking Separation with Linear Classifiers and abbreviated as MSCL. The process of classifying reachable markings as “safe” or “unsafe” in a manner that deals with uncontrollable events and guarantees nonblocking (i.e., liveness) essentially requires solving the standard Supervisory Control Problem with Blocking (SCPB-NB) in the terminology of [4], which is done by computing the supremal nonblocking controllable sublanguage [26]. The calculation of the minimum linear classifier is based on an MIP formulation. Overall, MSCL has double exponential computation complexity in the worst case, the unfortunate price of obtaining the minimum linear classifier and working directly with the reachability graph of the net. However, several optimality-preserving pre-processing steps were developed in [24], and these can reduce the number of constraints in the MIP formulation by several orders of magnitude. For example, we only need to separate boundary unsafe markings, i.e., markings one edge away from safe markings, from safe markings. Furthermore, it is proved that the minimum-size classifier can be achieved using only non-negative coefficients. Therefore, it suffices to separate maximal safe markings from minimal unsafe markings. Here a marking $m$ is no less than $m'$ iff there exists an entry $i$ such that $m[i] \geq m'[i]$. Finally, there is another MIP formulation with substantially less constraints that finds a suboptimal classifier. The formulation is based on the idea of greedy algorithms. It iteratively finds linear inequalities that separate as many unsafe markings as possible. The reader is referred to [24] for full details. In the next section, we leverage and extend MSCL to the problem of atomicity bug elimination.

IV. ATOMICITY ENFORCEMENT

This section describes our solution to fixing single-variable atomicity violation bugs.

A. Program Modeling

Both ICOG and MSCL add control places to enforce atomicity, which can introduce deadlocks among newly added control places, or with existing locks in the program. Therefore our Petri net model includes existing locks and code sections protected by them (which give rise to semiflows in the net), using the technique described in Section III-A. In addition, our Petri net model captures atomicity violation bugs, which may or may not be protected by locks. For example, we model Statements $a, b, c$ in Figure 2 by places $p_a, p_b, p_c$, respectively, shown in Figure 3. Our Petri net model satisfies all conditions in Definition 1 except 7), because semiflows of resource places in general may not subsume all code sections involved in atomicity violations. The rest of this section develops new control specifications and modifies existing control synthesis algorithms to address atomicity violation bugs.

B. Control Specification

To prevent atomicity violations and races relevant to the trace in Figure 2, it is necessary and sufficient to allow at most one thread to execute either the trace from $a \rightarrow c$, or statement $b$, i.e.,

$$\sum_{p | Trace_{ac}} m(p) + m(p_b) \leq 1 \tag{4}$$

Single-threaded execution of such code segments obviously avoids races and atomicity violations. We show the necessity of the condition by contradiction. Assume there are two threads in $Trace_{ac}$ and $p_b$. If one thread is in $Trace_{ac}$ and another in $p_b$, it is the same atomicity violation $a \rightarrow b \rightarrow c$. If both threads are in $p_b$, i.e., simultaneous access to $var$, it is a race. If both threads are in $Trace_{ac}$, it is a different atomicity violation $a \rightarrow a \rightarrow c$, where the second statement $a$ corresponds to the second thread entering $Trace_{ac}$.

However, specification (4) protects only the given execution trace, and ignores the control flow structure of the program. It can miss potential atomicity violations not exposed
by the trace. Figure 4a shows an example. The dashed arrow from \( p_a \) to \( p_c \) represents the execution trace from statement \( a \) to \( c \), which traverses the else branch. Protecting only this branch does not limit the number of tokens in the if branch. An atomicity violation occurs if Thread 1 is in the if branch and Thread 2 in \( p_b \). To solve this problem, we propose to use the following control specification that is stronger than (4):

\[
\sum_{p_a \rightarrow p \text{ and } p \rightarrow p_c} m(p) + m(p_b) \leq 1 \quad (5)
\]

where \( p \sim q \) iff place \( p \) can reach place \( q \) in the Petri net, within the transaction that encapsulates \( a \) and \( c \). There is no ambiguity with \( p \sim q \) because the process subnet is a state machine. Finding all places \( p \) that satisfy \( p_a \sim p \) and \( p \sim p_c \) is a graph search problem that can be calculated in linear time.

Specification (5) allows at most one token for all places along all paths from \( p_a \) to \( p_c \). Now the if branch in Figure 4a is also protected. In Figure 4b, the place in the if branch can not reach \( p_c \) and therefore it is not protected. In this case, specification (4) and (5) are equivalent. In Figure 4c, the top place is included in specification (5) because it is in a loop with \( p_a \) and \( p_c \). In fact, if \( p_a \) and \( p_c \) are in a loop within a transaction, all places in the loop are included in specification (5). This extra protection is necessary because we do not know how many iterations the loop will be executed.

As mentioned in Section II-B, statement \( b \) in Figure 2 can be the same as \( a \) or \( c \) if there are two threads executing the same code section. It can also be on the paths from \( a \) to \( c \). In this case, we should omit the term \( m(p_b) \) in both (4) and (5) since it is already counted. We leave the term in the specifications to clarify the idea.

In practice, there can be multiple atomicity violation traces detected for the same shared variable. These traces may or may not overlap. We can combine all control specifications for all atomicity violations together, and require that the summation of tokens in all the relevant places should be no more than one. Each place is counted at most once even if it is in the overlapping section of multiple atomicity violations. Combining multiple atomicity violations of the same variable together not only simplifies the control specification, but also avoids potential atomicity violations not exposed by the traces. For example, if there are two atomicity violations, \( a_1 \rightarrow b_1 \rightarrow c_1 \) and \( a_2 \rightarrow b_2 \rightarrow c_2 \), limiting the token in all places along \( a_1 \) to \( c_1 \), \( a_2 \) to \( c_2 \), and \( b_1 \), \( b_2 \) also avoids the potential atomicity violation \( a_1 \rightarrow b_2 \rightarrow c_1 \).

C. Using Iterative Siphon Analysis

Using either specification (4) or (5), we can synthesize a control place using SBPL. Since places in the process subnet have no initial token, this control place has exactly one initial token, which is acquired at transitions that enter the places included in the specification, and released at transitions leaving these places. Each control place has the same initial number of tokens as a lock place, and its connectivity to process subnets also exhibits the same pattern. After these control places are added, if we trim all places not protected by any lock or control place, the resulting Petri net is exactly a Gadara net according to Definition 1, with condition 7) re-included. Therefore, deadlocks introduced by the added control places, as well as existing deadlocks that do not involve control places, can be avoided using ICOG [18].

The idea of adding locks to fix atomicity violation has occurred in the literature [14], but deadlocks introduced may require manual intervention. In our previous work, we applied an iterative siphon-based control synthesis to enforce atomicity without introducing any deadlock [21]. However, unlike ICOG, the algorithm employed in [21] does not keep track of the unsafe markings already avoided by synthesized control places, and therefore it may not converge.

D. Using Marking Separation with Linear Classifier

As mentioned in the previous subsection, after the synthesis of control places that enforce the specification for atomicity, the Petri net becomes a Gadara net. Therefore the deadlocks introduced by the added control places can be avoided by MSCL without modification. However, the linear classifier obtained may not be minimal with respect to the original program, because multiple atomicity violations, or atomicity violations and deadlocks together, can sometimes be avoided by a single linear inequality. To obtain the minimum size classifier, we should first find all atomicity violation markings and deadlock markings, and then apply MSCL to separate all of them in one pass. However, atomicity violations can occur in code sections not protected by locks. The corresponding places in our Gadara net (without condition 7) in Definition 1) can have an infinite number of tokens, and therefore an unbounded reachability graph. Even if we assume a bounded number of threads, i.e., a finite initial number of tokens in idle places, these unprotected places cause explosion in the state space. Furthermore, non-binary markings do not guarantee linear separability in general. Fortunately, our atomicity control specification requires these places to have no more than one token. Therefore all safe markings are still binary. The following theorem guarantees the existence of a linear classifier to separate any set of binary markings from a disjoint set of non-binary markings.

**Theorem 2:** In an \( n \)-dimensional vector space, \( \forall S \subseteq \{0, 1\}^n \), \( \forall U \subseteq \mathbb{N}^n \), if \( S \cap U = \emptyset \), then \( S \) is linearly separable from \( U \).

**Proof:** We prove the theorem by construction of the linear constraint set. First we add constraints \( p_1 \leq 1, ..., p_n \leq 1 \) to the set to separate all non-binary markings. In the binary vector space, the proof of Theorem 1 (Proposition 2 in [24]) shows that any binary vector can be isolated from all other binary vectors using a linear constraint. We add these constraints for every binary vector in \( U \). The two sets of linear constraints separates \( S \) from \( U \).

In Section III-D, we stated that the minimum size linear classifier can be obtained by separating only boundary unsafe markings from safe markings. We apply this result directly to the state space exploration process, and do not search beyond boundary unsafe markings. Markings beyond boundary may be reachable from other safe markings and will be explored eventually, or they can only be reached from unsafe markings and are not explored at all. These unexplored markings do not affect the correctness or optimality of our control synthesis since they will not be reachable in the controlled system.
Algorithm 1 Linear Classifier Calculation

**Input:** Gada net $N_G = (P, T, A, m_0)$, and $SPEC$

**Output:** Linear classifier $L$ as a set of linear inequalities

1. $\text{queue} = \{m_0\}$, $visited = \emptyset$, $S = \emptyset$, $U = \emptyset$
2. **while** $\text{queue} \neq \emptyset$ **do**
3. $m = \text{queue}.\text{remove}()$
4. **for all** $m' \in m.\text{nextStates}()$ and $m' \notin visited$ **do**
5. $visited = visited \cup \{m'\}$
6. **if** $m'$ satisfies $SPEC$ **then**
7. $S = S \cup \{m'\}$
8. $\text{queue}.\text{add}(m')$
9. **else**
10. $U = U \cup \{m'\}$
11. **end if**
12. **end for**
13. **end while**
14. $S' = \text{supremal nonblocking controllable subset of } S$
15. **return** $L = \text{MSCL}(S', U \cup (S \setminus S'))$

Overall, this result in the following algorithm that integrates all the steps of our proposed approach:

Algorithm 1 is the overall control synthesis procedure. It stops exploration at unsafe markings, as shown in the else branch at line 10. After state space exploration, we apply the automaton-based supervisory control theory initiated in [26] (see also [4]) to find the supremal nonblocking controllable subset in the safe state space $S$, at line 14. Finally, the last step applies MSCL as developed in [24] to find the minimum size classifier.

V. CASE STUDIES

We study atomicity violations from two real Java programs, and present the control synthesis results using both ICOG and Algorithm 1 (with MSCL) in this section. In our previous work, we developed an atomicity violation detection tool based on dynamic analysis, and summarized the analysis result on a set of Java programs [12]. Here we pick two representative examples to illustrate the control synthesis procedure. (The code snippets shown have been simplified for the sake of presentation.)

Our first example is Figure 5 is from RayTracer, a standard benchmark program from the Java Grande Forum. The two threads are executing two code sections that are almost identical. Each section is a synchronized block, which implies single-threaded execution (Java variant of mutex lock). However, since the synchronization variables are different (t0 and t1), concurrent execution of both sections are allowed. There are two atomicity violations detected for the same shared variable checksum, corresponding to $p_{c1} \rightarrow p_{c2} \rightarrow p_{c1}$ and $p_{c1} \rightarrow p_{c2} \rightarrow p_{c2}$ in the Petri net, respectively. Using the procedure presented in Section IV-B, the required control specifications are $m(p_1) + m(p_{c1}) + m(p_{c2}) + m(p_{c1}) \leq 1$, and $m(p_2) + m(p_{c2}) + m(p_{c2}) + m(p_{c2}) \leq 1$, respectively. These specifications include places $p_1$ and $p_2$ since they are in the same loop with the violation accesses. Both specifications relate to the same shared variable, we combine them as discussed in Section IV-B, $m(p_1) + m(p_{c1}) + m(p_{c2}) + m(p_2) + m(p_{c2}) + m(p_{c2}) \leq 1$. The control place added by SBPI for this specification is shown as $p_{SPEC}$ in Figure 5b.

The added control place does not introduce any deadlock. This is verified by running ICOG and observing that no control place is added by it. For this program, applying Algorithm 1 and MSCL directly to the uncontrolled net with the combined specification results in the same control place added.

Our second example, shown in Figure 6, includes two atomicity violations from OpenJMS, which is one of the major providers of Java Message Service API. Function `invoke()` in Figure 6a is a synchronized method, which implies single-threaded execution of the function. Assuming the method is atomic, i.e., its entire scope is a transaction,
there are two atomicity violations with two different variables, available and index, corresponding to $p^i_a \rightarrow p^i_b \rightarrow p^i_c$ and $p^i_a \rightarrow p^i_b \rightarrow p^i_c$ in the much simplified Petri net, respectively.

Using the procedure of Section IV-B, control places $p^i_{\text{SPEC}}$ and $p^i_{\text{SPEC}}^2$ are added to enforce atomicity for available and index, respectively. However, these two control places induce a deadlock, as can be shown by running ICOC. ICOC results in the addition of control place $p^i_{\text{PICOC}}$ to avoid this deadlock. With all three control places, shown in Figure 6b the controlled program enforces atomicity and is deadlock free.

Using Algorithm 1, on the other hand, MSCL returns two linear inequalities, $6m(p^1_b) + 10m(p^2_a) + 10m(p^2_b) + 7m(p^2_c) + 9m(p^2_d) + 4m(p^3_a) \leq 13$ and $2m(p^3_b) + m(p^3_c) + 3m(p^3_d) \leq 3$. Using SBPI, these two inequalities are implemented by control places $p_{\text{MSC1L}}$ and $p_{\text{MSC2L}}$, respectively, in Figure 6c. There are multi-weight arcs because of the non-unit coefficients in the linear inequalities. Both control synthesis solutions are maximally permissive with respect to the control specification of atomicity enforcement, and the requirement of liveness.

VI. CONCLUSION

We have shown how the framework developed in the Gadara project for handling circular-mutex-wait deadlocks in concurrent programs can be adapted and extended to handle another important class of concurrency bugs: single-variable atomicity violations. The class of Gadara nets introduced in [32] is employed to model the program, with suitable modifications that allow to capture atomicity violations in the form of linear inequality constraints. The resulting control problem is to synthesize a controller that enforces these linear inequalities while ensuring liveness of the controlled Gadara net. For this purpose, we have shown how either one of the methodologies in [18], [19] (ICOC) or [24] (MSCCL) can be adapted/extended to synthesize a controller that is realized as a set of control places that are added to the Gadara net. These two algorithms embody different tradeoffs between optimality and computational efficiency, but both enforce maximally-permissive control. We have used case studies of real Java programs to illustrate our proposed solution procedure. Our results extend the range of concurrency bugs in software systems that can be handled by techniques from control engineering to include single-variable atomicity violations. Future work will address more general forms of atomicity violations.
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