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ABSTRACT
Intelligent systems have become increasingly common in settings ranging from performing everyday tasks more easily to decision-making for complex domains (e.g., healthcare, autonomous driving, criminal justice). Given this rising ubiquity of artificial intelligence (AI), both researchers and industry practitioners are exploring ways to better integrate AI agents in tasks that people do at home or work. However, these systems are currently limited because of gaps in the understanding between humans and their AI counterparts. In this paper, we propose methods for building shared mental models between humans and AI to enable human-AI collaboration at a level where both can be equal partners working on a shared task. We ground our approach in existing literature from CSCW and UX design.
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INTRODUCTION

As with human-human collaboration, the effectiveness of human-AI collaboration is rooted in a shared understanding of each collaborators’ capabilities [9, 10]. On one hand, humans cannot always understand or anticipate what the AI agent will do, leading to a lack of trust and reliance on the agent [2]. User experience researchers call this the gulf of execution (i.e., the degree to which a person is able to accurately perceive the functionality related to a task [22]). On the other hand, without knowing how the human reasons about the task or what they do to accomplish it, the AI agent is not able to anticipate the human’s intent. Thus, it is unable to reflect a change of state or output in a way that makes sense to the human, resulting in a gulf of evaluation (i.e., the degree to which the system makes its current state clear to a user [22]). Broadly, this lack of a shared understanding forms the core of the socio-technical gap: the fluid intents and interactions of humans remain unmatched by the discrete and brittle features of AI agents [1].

Applying strategies from effective human-human teamwork, we can build shared mental models between humans and AI agents for more effective human-AI collaboration [9, 10, 30]. Building these shared mental models could help both humans and AI agents better understand each other and anticipate which parts of a shared task they can each accomplish, leading to more effective collaboration. Further, this shared understanding helps bridge the socio-technical gap by providing a shared scaffolding that both humans and agents can use to align their outputs for a task.

In this paper, we ground the challenges of human-AI collaboration within existing HCI work on the socio-technical gap [1], and the gulfs of execution and evaluation [22]. We propose building shared mental models as a way of overcoming this gap and resulting in more effective human-AI collaboration. To that end, we describe a general approach for forming these shared mental models, and define evaluation metrics for our approach. We hope that future work on human-AI collaboration can use and extend this general approach for bridging the socio-technical gap in several domains.

BACKGROUND

Human-AI collaboration has become increasingly common in many domains, ranging from simple automation to complex decision-making tasks. What started with attempts to automate repetitive parts of people’s workflows (e.g., using calendars to schedule recurring meetings rather than individual ones, using templates for writing common documents, etc.) has now become a suite of personalized assistants (e.g., [15, 25, 33]) and task collaborators (e.g., [2, 3]). Notably, we now have AI-assisted decision making for complex tasks in healthcare [5, 32], data science [4], education [35], criminal justice [28], and several other domains. When AI fails or cannot predict with high probability, we now have human-in-the-loop methods and algorithms to perform the task (e.g., [8] uses these methods for quantifying mental illness severity online, [6, 12–14] for visual question answering for people with
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visual impairments, [27] for 3D training data for autonomous vehicles). These human-in-the-loop methods are further empowered by approaches that enable real-time aggregation of feedback from multiple people [17, 19, 26], and tools that improve the ease of data collection from crowd workers [18]. Real-world applications of human-AI collaboration in complex domains are contingent on two key factors: (1) trust, transparency, and accountability of the AI partner involved [2], and (2) users’ ability to understand and predict agent behavior (i.e., explainability and intelligibility [20]). These factors will continue to serve as a bottleneck regardless of how complex, nuanced, and robust the AI systems get, causing gulf of evaluation and execution, and consequently socio-technical gap, to exist.

Forming accurate mental models of the systems we use is key to their usability, and for bridging both the gulfs described above. Per Norman’s definition of mental models [23], they serve three functional purposes: (1) representing a person’s beliefs about the system, acquired via observation, instruction, or inference; (2) a mapping between the observable features of a system as intended by the designer, and the features and functionality perceived by the user; and (3) a predictive power for anticipating the system’s output in a given situation.

Going from simply interaction to effective human-AI teamwork requires the existence of a shared mental model among team members, i.e., both the human and the AI agent need to form mental models of each other [16]. Team cognition literature defines these shared mental models for human-human teams: “an emergent state that refers to the manner in which knowledge important to team functioning is mentally organized, represented, and distributed within the team and allows team members to anticipate and execute actions” [10]. Mohammed and Dumville [21] describe three key components for a shared mental model to exist between team members (Table 1).

<table>
<thead>
<tr>
<th>(1) Transactional Memory System (TMS):</th>
</tr>
</thead>
<tbody>
<tr>
<td>“A set of individual memory systems in combination with the communication that takes place between in dividuals to access each other’s memory systems” [31]. The spectrum ranges from an integrated memory system (where everyone on the team has the same notion about a task in their memory, e.g., sales pitch for a product), to a distributed memory system (where everyone has unique expertise but they are working towards a shared goal, e.g., more creative, distributed tasks) [7, 31].</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(2) Group Learning:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group learning pertains to how members within a team interact with each other, including communication, influence, and autonomy patterns [21].</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(3) Cognitive Consensus:</th>
</tr>
</thead>
<tbody>
<tr>
<td>A belief system of key definitions that is shared among all members of the team. This caters to the interpretation of the outcome, rather than the method of reaching the outcome. E.g., team members agreeing that classifying as “Yes” means “Not defective,” but how they classify something as “Yes” is not included within this definition [21].</td>
</tr>
</tbody>
</table>

Table 1: Mohammed and Dumville’s [21] Components of Shared Mental Models.

A GENERAL APPROACH FOR BUILDING SHARED MENTAL MODELS

As a concrete example of our approach, we use a binary classification task presented to a human-AI team: a person and an AI agent working together to classify objects as defective or not.

Building Mental Models of AI Agents

To build an accurate mental model of the AI agent, people must understand the agent’s output, and the process underlying its decision. Further, they must be able to anticipate this – TMS requires existing knowledge of the expertise and the process of each team member [21]. Prior work defines related concepts, such as explainability and trust in AI (e.g., [2, 3, 20, 34]), and provides guidelines for generating explanations. For example, Fourny et al. [11] use Query-Feature Graphs to create a mapping between people’s task goals and the interface features that would help them complete these, and then design tutorials based on these mappings. Further, there now exist automated approaches for providing explanations of black box models, making it easier to share these with the human [24].
Before we can extend explainability towards building mental models, two questions need to be answered for the target domain: (1) how do people explain the mental model of the AI agent they are collaborating with; and (2) what is the effect of task and team complexity on people’s mental model of their AI counterpart? The former can provide better definitions for explainability that are based on the subjectivity of the user, and the latter helps us characterize the difficulty of forming mental models.

For our example task, we could conduct these studies in controlled setups — proxies of the domain of interest — and varying task and team complexity to learn the unknown boundary of error. Task complexity could be varied by adding more features defining an object (e.g., include color, size, pattern, border, etc.), and team complexity by adding more AI agents and human members in the team. Doing this in a controlled setup allows us to understand the performance drop. In addition to quantitative measures, we can use open-ended questions at the end of the task to ask people about their understanding of the agent. Further, we can code the responses to these open-ended questions and match them to the actual definition of the AI agent that we use in our controlled setup. Using inter-rater reliability metrics, such as Cohen’s Kappa, can: (1) give us a sense of how often mental models were accurately formed, and (2) provide categories of errors for when people were not able to explain the AI agent’s underlying model, for improving explainability mechanisms. Integrating this to improve mental model accuracy would be a step towards bridging the gulf of execution, and consequently more effective collaboration.

**Building Mental Models of Humans**

For AI agents, building mental models of their human counterpart essentially translates to a personalized model of how the user performs the task. Having this mental model would not only enable the AI agent to anticipate the human’s action for their shared task, but also update the representation of its output to best fit the user. The latter is key to potentially bridging the gulf of evaluation, wherein a human is unable to understand the states and representations of the agent.

One initial approach for doing this could apply reinforcement learning algorithms (e.g., Q-learning), where an AI agent follows the human as it does the task, and builds a cognitive network graph of how the human connects the different pieces of the task. For our binary classification example, this information could be elicited by having a simple interface where the AI agent predicts the human’s answer, then have the human either agree with the AI’s prediction or provide their actual answer. Starting with a random selection model, over time via Q-learning, the agent can learn the human’s mental model for performing that task. Further feedback could be provided by asking the human for the features used to make a classification prediction for each object (e.g., “I made this decision based on the shape and the color of the object”).
Evaluating Shared Mental Models

Once we have characterized and implemented potential ways of building mental models for the human and the AI agent collaborating on a task, we can re-evaluate their task performance by having them work together again. The key things we would be looking for are the existence of a transactive memory system (TMS), group learning, and cognitive consensus [21] (Table 1).

We can test whether each of these exist via different metrics, while keeping the controlled experiment setup we described above. An existing TMS makes a team work efficiently – the performance is consistent or better, with reduced time and effort spent on the task. We could compare the performance of a human-AI team before and after building shared mental models, to observe whether mental models for both the human and the AI agent served to improve performance costs. Additionally, we could apply Bayesian statistics to compare the optimal curve for learning a pattern that we would expect a human to follow (e.g., by using theories about people’s pattern recognition capabilities, such as Cognitive Load Theory [29]) with the actual curve they follow. Group learning could be evaluated via an open-ended survey: asking people whether they understand the communication from the AI agent using open-ended questions. Finally, cognitive consensus could be evaluated by examining when the human and the agent have the same predicted output for each object in their shared classification task. Together, these three concepts give us an understanding of whether an effective shared mental model has been formed.

CONCLUSION

We have presented an approach to studying shared mental model formation between human and AI agents collaborating on a task. The bottleneck in human-AI collaboration is the socio-technical gap, which will persist until both humans and AI can better understand each other’s capabilities. We propose ways to bridge this gap — via shared mental model formation — with the hope that this work will guide future research on human-AI teams.
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