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ABSTRACT
Email is more than just a communication medium. Email
serves as an external memory for people—it contains our
reservation numbers, meeting details, phone numbers, and
more. Often, people need access to this information while
on the go, which is cumbersome from mobile devices with
limited I/O bandwidth. In this paper, we introduce WearMail,
a conversational interface to retrieve specific information in
email. WearMail is mostly automated but is made robust to
information extraction tasks via a novel privacy-preserving
human computation workflow. In WearMail, crowdworkers
never have direct access to emails, but rather (i) generate an
email filter to help the system find messages that may contain
the desired information, and (ii) generate examples of the re-
quested information that are then used to create custom, low-
level information extractors that run automatically within the
set of filtered emails. We explore the impact of varying levels
of obfuscation on result quality, demonstrating that workers
are able to deal with highly-obfuscated information nearly as
well as with the original. WearMail introduces general mech-
anisms that let the crowd search and select private data with-
out having direct access to the data itself.
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INTRODUCTION
Our email increasingly serves as an extension of our own
finite memory, making it a repository where much of our
personal information resides. Unfortunately, email search is
known to be hard [10]. It lacks the network structure that
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Figure 1. The answers to information requests that users have on-the-go
can often be found in the user’s email. WearMail presents a privacy-
preserving human computation workflow to extract this information
from the user’s email based on a spoken query.

has been leveraged to improve areas like Web search [4], and
current automated systems are not well equipped to address
problems, such as email search via a user’s natural language
query. Colloquial references and lack of context render typ-
ical natural language processing on an isolated user query
near impossible. Privacy is another concern when consider-
ing email information retrieval, and people are wary of search
methods that are too intrusive. While there do exist a few
large corpora of email, email use remains very personal, and
the average user’s email in 2017 is very different than that of,
say, Enron employees in 2004 [19, 21]. One example rea-
son for this difference is that a large portion of current email
usage is now done on mobile devices [33].

In this paper, we introduce WearMail, a system that extracts
information from email via dialogue. WearMail is mostly au-
tomated but uses human computation to adapt to new kinds
of information extraction tasks, which allows it to be more
robust to the long tail of possible queries than prior systems.

To accomplish this, WearMail introduces a new human com-
putation workflow that protects privacy by (i) having crowd
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workers interact only with heavily-obfuscated email meta-
data, and (ii) generating regular expressions by example to
extract information from a sensitive dataset. The crowd lever-
ages large public corpora (e.g., via web search) to help con-
struct sets of examples that can be used by programming by
demonstration tools to create custom extractors. This gener-
alized approach can help mitigate end user privacy concerns,
a major hurdle of crowdsourcing systems [25, 28].

This paper makes the following four contributions:

• Study of Mobile Email Search Behavior: a study with
200 users that characterizes how people search email from
mobile devices, providing evidence that commonly search
for specific information while on-the-go;

• WearMail: a system for reliably extracting informa-
tion from email by leveraging a generalizeable, privacy-
preserving human computation workflow;

• Study of Metadata Obfuscation: a study that demon-
strates crowd workers can effectively find emails likely to
contain correct answer to users’ queries under varying lev-
els of information obfuscation;

• Study of WearMail Performance: a study that charac-
terizes the performance of WearMail on 30 information
extraction queries, and demonstrates its potential to help
users find information they need within their email.

RELATED WORK
WearMail builds upon an extensive prior literature on systems
designed to improve access to email. The use case that it tar-
gets is partially motivated by prior studies of how people use
email, and is complemented by our study on mobile email
search behavior. The technical approach that WearMail uses
to extract information from email based on a user’s conversa-
tional query builds upon prior work in (i) email use and search
(ii) question answering and information extraction, and (iii)
privacy-sensitive crowdsourcing workflows.

Email Use and Search
Email has been one of the primary uses of networked com-
puting devices [9], and social scientists have long examined
how people use it. Sproull et al. [35] provide a summary
of early works on the social and organizational aspects of
email. Later work is dedicated to developing theories [6,
38] and systems (e.g., prioritizing emails [11], and filter-
ing junk emails [34]) to alleviate the problem of email over-
load. Recently, Kokkalis et al. [20] introduced EmailValet to
tackle email overload by asking crowd workers to help con-
vert emails into tasks on a “TODO” list. In EmailValet, pri-
vacy is preserved by asking users to specify rules that expose
only a specific subset of their emails to the crowd. In contrast,
WearMail never directly exposes the contents of emails to the
crowd workers.

Although numerous systems have been designed to facilitate
the search experience, studies [36] have shown users often-
times cannot specify their information needs, and need to take
multiple steps to get their desired items. WearMail offloads

searching to the crowd in order to meet information retrieval
needs through a wearable email interface.

Question Answering and Information Extraction
Researchers have previously used crowdsourcing to validate
the correctness of regular expressions, but had the crowd
do so by viewing strings generated from the regular expres-
sions rather than the regular expressions themselves [5]. Re-
searchers have used the crowd to perform more thorough
searches without time limits [37], to extract structured infor-
mation [2, 29], and to improve answers provided from a so-
cial network [14]. Parameswaran et al. [32] used the crowd
to perform query expansion and refinement by providing an
interface for viewing query results. In contrast, we consider
cases where query results may be sensitive. Kim et al. [17]
also explored using crowdsourcing to perform query expan-
sion. Demartini et al. [7] used crowdsourcing within a semi-
automatic pipeline that generated structured queries, but only
in order to validate tagging of natural language queries and
identifying relationships between entities in those queries.
One method for protecting user privacy that has been pro-
posed is to build privacy preservation directly into the work-
flow [16]; WearMail expands on this prior work with new
privacy-preserving mechanisms for use with textual content
when structured meta data is available.

Privacy-Sensitive Workflows
Researchers have developed algorithms for privacy-
preserving information retrieval [8]. These works primarily
focus on methods for preventing or making unlikely the
analytic recovery of information that has been aggregated or
otherwise made anonymous. On the other hand, literature
had little to say about privacy-sensitive human computation
workflows, despite privacy being one of the reasons that
crowd-powered systems are not used [18]. One system to
protect sensitive information is CrowdMask, which itera-
tively shows workers progressively comprehensive versions
of content so that they can recognize potentially-sensitive
information before it is fully understandable in context, thus
reducing the risk of revealing private or sensitive informa-
tion [16]. Glance [24], Legion-AR [27], and Zensors [22] all
ask the crowd to examine video that may contain sensitive
information in order to identify events/behaviors. Prior work
has explored how obfuscation can be traded off against recog-
nition accuracy in these video-based tasks, and presented
tools for requesters to tune system to their own domain and
risk tolerance [25]. WearMail obfuscates the inputs that the
workers use to identify the “filterset”, and extractions occur
without workers seeing personal information.

Interactive Crowd-Powered Systems
Prior work that has shown crowds can be leveraged on de-
mand [3] and continuously to power interactive applications
[26, 12]. Crowd-powered systems are able to have conversa-
tions with users to answer their questions [23]. WearMail
demonstrates the feasibility of having crowds engage in a
workflow for information finding that preserves privacy by
using the crowd to perform just-in-time training of a system,



Figure 2. Participants in our study of mobile email search were asked to
submit a screenshot of their mobile search history, and to describe the
context around their search for three of the queries.

instead of providing direct responses to a query. While be-
yond the scope of this work, we believe our approach could
be integrated into interactive systems in the future.

CHARACTERIZING MOBILE EMAIL SEARCH
While email use has been studied extensively in prior work
[9, 33], relatively little work has speci�cally studied the goals
of mobile email use. To better understand what WearMail
should support, we �rst conducted a preliminary study seek-
ing to better understand: “What do people search for on-the-
go in their email?” We recruited 200 participants on Ama-
zon's Mechanical Turk platform, and restricted to those who
use the Gmail email application on an Android phone. The
latter requirement was included because the iPhone Gmail
search history displays both mobile and desktop searches.

Participants were asked to take a screenshot of their recent
searches (Figure 2) from their email search box on the mo-
bile app and upload the image. Then, participants were asked
to explain what they searched for and why, and try to recall
where they were and what they were doing. Each participant
provided 2-4 queries. Participants were required to sign a
consent form before completing the survey and had the choice
to stop participating in the survey if they felt that their search
history held overly private or sensitive information.

Of the 200 responses, we discarded invalid responses, such
as ones reporting general Google searches and other searches
that didn't result in exact answers. From the 608 queries col-
lected, 253 queries were valid. In addition to search histories,
we also collected demographic information about our partic-
ipants. The results of the study are categorized in Table 1.

Most searches emerged from the long tail of private informa-
tion requests by the users on-the-go. Below, we provide a few

1Binary Queries are user queries that have has a “yes“ or “no“ an-
swer (e.g., “Is my Delta membership con�rmed?”)

examples of the real-world information requests collected for
each of these types:

� Order : orders from Amazon, Ebay, FedEx, Target, etc.
� Code: coupons for Costco, Bento, Pizza Hut, Embry, etc.
� Link : URLs to blogs, games, password reset links, etc.
� Event: dinner details, due dates, appointment details, etc.
� Contact Info: details for Asus, Big Sunny, Ventura, etc.
� Account: user/pw to Chase, PokerStars, Skype, ESPN, etc.
� Finance: Paypal transaction, MTurk, Billing dates, etc.
� Name: author, tax consultant, soccer camp org., etc.

This study shows that over 30% of the valid 253 queries were
made while the user was “in-transit,” highlighting the fre-
quency of on-the-go scenarios. Overall, 85% of queries were
made by users between ages 20-40. The results are summa-
rized in Table 2.

WEARMAIL
WearMail consists of multiple crowd interface components
connected with a chatbot that runs on a user's smartwatch
(Figure 3). Users can ask questions on-the-go using the built-
in speech recognition software available on the smartwatch.
Once the chatbot receives the user's query, it processes the
query and forwards the appropriate tasks to the crowd.

The WearMail privacy-preserving human computation work-
�ow for extracting information consists of two main steps:

� Step 1 – Email Filtering: In the email �ltering inter-
face, crowdworkers are asked to select—through obfus-
cated metadata only—relevant emails that pertain to the
user's query. After three workers �nish selecting a set of
emails, the intersection of these emails are then stored as a
�lterset for use in the extraction step.

� Step 2 – Information Extraction: After creating the �l-
terset, crowdworkers provide examples of the information
searched for by the query, and select the data type of the
question being asked. For example, when the user asks a
question “What is my passport number?”, crowdworkers
search the web to �nd examples of passport numbers (e.g.,
J8369854, D84648344). We then use the examples to gen-
erate a robust extractor using regular expressions and an
existing named entity recognizer (NER). This extractor is
run against the email �lterset to produce a result for the

Type Percentage
Order 16.86
Code 13.03
Link 11.88
Event 11.11

Contact Info 9.58
Account 9.2

Binary Queries1 8.43
Finance 7.66
Travel 4.21
Name 3.45
Other 2.68

Location 1.92

Table 1. Types and percentages of user queries. A majority of queries
target speci�c information located in the user's emails.



Figure 3. WearMail accepts a user's verbal query (for instance, from a smartwatch) and securely extracts the queried information from the user's email.
WearMail is partially automated, but crowdworkers help make it more robust to new types of requests. Workers identify a �lterset of emails likely to
contain the information requested by examining obfuscated email metadata. Rather than directly extracting information from email content, workers
choose between an existing Named Entity Recognizer or submit examples that are used to build information extractors that are then run automatically.

Location Percentage
Home 51.82

In transit 30.03
Work 10.56
Other 3.96

Waiting 2.15
Store/Restaurant 1.49

Age Percentage
< 20 2.19
20-30 48.63
30-40 38.25
40-50 9.29
50-60 1.64

Table 2. Distribution of locations where users asked their queries, and
age demographics. 30% of participants were “in-transit” while query-
ing, and a majority of users were in the 20-40 age group.

user. This approach is similar to prior work on program-
ming by example [30]. Two interesting differences are that
the examples are provided by a third party other than the
user (the crowd), and the examples are drawn from a pub-
lic corpus (the Web) with the intent to run the resulting
program on a private corpus (email).

Implementation
WearMail communicates with the user via Google Hangouts,
which allows us to leverage existing applications on various
mobile and wearable platforms. After sending a question to

the chatbot through Google Hangouts, Human Intelligence
Tasks (HITs) are automatically created and posted on Ama-
zon's Mechanical Turk (MTurk) platform, where workers are
recruited to �nd the email the user was looking for and gen-
erate examples to aid in extraction.

Once workers accept a HIT, they choose the most relevant
terms from the user's query. WearMail users authenticate
their Gmail account prior to messaging the chat bot, and
each subset of terms is queried with the Gmail API. The sys-
tem then has full access to the user's email, but unlike other
crowd-powered email management tools, WearMail restricts
workers to viewing only obfuscated email metadata when per-
forming their task.

Finding a Good Filter Set
As shown in Figure 4, WearMail �rst presents an interface
for crowd workers to �lter user email headers based on the
given query. Crowd workers input keywords into the search
bar to iteratively narrow down the headers, select the headers
that they think might contain the requested information, and
�nally, submit the selected set of headers to the system.



Figure 4. Crowdworkers identify the emails likely to contain the information asked for in the query by picking emails in a obfuscated view of email
metadata. a) shows the obfuscation of person names that maps names mentioned in the query to different but consistent names in the Sender column,
and b) shows the obfuscation of textual information in the subject based on general word frequency. Workers are allowed to change the search query,
but can only use words mentioned by the user.

The �ltering interface preserves end user privacy by design.
Although less privacy-sensitive than an email body, an email
header still contains personally identifying information (PII)
like names, account numbers, addresses, etc., WearMail never
exposes email addresses to crowdworkers and obfuscates all
names of people in the sender �eld. We use a named entity
recognizer to detect names, and then map each name to a new
randomized name. When the query contains a person name,
we replace the original person name in the query with the
matching randomized name in the sender �eld (Figure 4(a)).

Given the complex semantics in the subject �eld, we
wanted to explore the possibility of a generalized obfuscation
method. In the obfuscation algorithm, we scrub any words
which are not listed in Google's corpus of top 10,000 com-
mon words [15]. Ideally, we want to adequately obfuscate
any personal information while maintaining enough informa-
tion for crowd workers to select the right email headers. The
obfuscated textual information is shown as blurred rectangles
on the worker interface. Since blur effect is only a CSS style,
we also replace sensitive text with random characters.

To investigate effects of obfuscation level, and thus determine
an appropriate dictionary size for it, we performed an addi-
tional study involving the crowd. We used 24 queries from 6
participants at 19 different obfuscation levels. In the �rst 10
obfuscation levels, we varied the dictionary with a step size
of 100 words, starting with a dictionary containing only the
top 100 most common words (obfuscation level 1). In later
obfuscation levels, we increased the step size to 1000 words.
For each HIT, we recruited 10 crowdworkers for 1 query at 1
obfuscation level, and we recorded the top 3 most commonly
selected email headers from the crowdworkers at each level.
We found that crowdworkers only achieved 37.5% accuracy
at obfuscation level 1, a signi�cant accuracy increase after
level 10, and stayed around 80% as the dictionary size con-
tinued to increase.

Finding Extractions
To �nd the user-queried information, we use extractors that
match likely results from the bodies of a user's emails. The
user emails that are searched are given by the previously
found email �lterset. The �rst layer of information extrac-
tion uses the Stanford Named Entity Recognizer (NER) [13].
Crowd workers are given a query, and are �rst asked to
classify the type of information the user was likely search-
ing for. If this classi�cation matches any of the seven
NER-recognized categories (Location, Person, Organization,
Money, Percent, Date, Time), then the NER is run against
the email �lterset to produce a candidate list of results for the
user. However, given its restriction to the seven aforemen-
tioned entity classes, the NER is insuf�cient as a standalone
extractor for WearMail.

Hence, to overcome this, we introduce an additional layer
of information extraction using regular expressions (regexes)
that targets the data types that the NER fails to recognize.
Prior work in generating regexes have taken a genetic pro-
gramming and/or active learning approach. But these meth-
ods rely on a large initial training set and extensive compu-
tation time, rendering them impractical for use in Wearmail.
Our approach uses a small set of crowd-generated examples
to construct regexes that parse the email �lterset and return an
appropriate answer. For each query, crowd workers collect 20
examples of what the queried information may look like. For
example, given the query “What is my DELTA con�rmation
number?”, a crowd worker could search for and then respond
with “DL1370”, “JPX4QR”, and so on.

The 20 worker-generated examples are �rst analyzed for char-
acter/whitespace density, variations in length, and relative
character positioning. In Step 1 of Figure 5, a user asks the
query “What was my Panera Bread order number?”, and 20
crowd-generated examples are collected for the query: 13 in-
correct and 7 correct. Examples with large deviations from



the median length are discarded, and a “base” regex is de-
rived from the remaining examples. This regex is based on
various properties of the example set: most-frequent length,
ratio of numeric to alphabetic characters, and the exsistence
of (or lack of) non-alphanumeric characters.

To account for variability in the examples, we generate per-
mutations of the base regex by relaxing and constraining fea-
tures such as length and sequential character density. In Step
2 of Figure 5, various regexes are generated from the same ex-
ample set. The �rst regex in Step 2 is the base regex, match-
ing any 8 digit alphanumeric string in which at least 5 of the 8
characters are numbers. The next regex is generated by relax-
ing the length condition while holding the other conditions
constant, thus matching strings with the same conditions as
the base regex but between 2 and 15 characters long. Each
subsequently generated regex is less constrained than the pre-
vious, and matches a wider range of strings. The �nal regex
in Step 2 represents the last expression typically generated,
matching any alphanumeric string with 5 or more characters.

Ranking Extractions
Each regex is given aregex rankbased on its level of con-
straint. The most constrained regex would accept the fewest
results and is given the highest rank (rank 1), and each level
of constraint relaxation would accept a wider range of results
and have a diminishing rank (down to rank 10).

We run each of the regex permutations against the crowd-
generated �lterset of emails to construct a preliminary list of
matches. To more accurately differentiate between correct
matches and false positives, we analyze the text in the email
surrounding the matched result. Stop words (a, for, and, how,
etc.) are stripped from each user query, and the remaining
non-stop words are searched for in the neighboring text of
each match. Acontext rankis given to each match based on
the number and frequency of these non-stop words found in
the surrounding text (Step 3 of Figure 5). A �nal ranking of
results is determined by a combination of the regex rank and
the context rank, and the top 5 results are returned to the user
via the chat interface.

EVALUATION
To understand the performance and tradeoffs of our approach,
we conducted several different evaluations of WearMail and
its components. To benchmark our system as a whole, we in-
vited 5 users to post a total of 30 speci�c queries. For each
query, we collected ground truth answers for the information
users were searching for, and the emails that contained this
information. The 30 queries we tested closely matched the
common categories of items derived from the mobile email
search study. The most common were codes (9) like a Mi-
crosoft account security code, and a Domino's order number.
A few others focused on contact info (7) like addresses, phone
numbers, passport , etc. Travel-speci�c queries (3) included a
Virgin Australia con�rmation number, and an Enterprise con-
�rmation number. There were a total of 5 queries relating
to money (2), time (1) and date (2), all of which were NER-
recognizable. The rest of the queries consisted of room num-
bers (3), order numbers (2) and an address (1).

Finding the Right Emails
We ran a study with 30 email queries to compare the perfor-
mance of our two proposed �lterset generation methods: one
crowd-powered versus one automated. The crowd-powered
approach asked workers to identify a �lterset of emails that
were likely to contain the information requested by the user in
the query. The automated approach �rst removed stop words
from the query, and then ran the remaining keywords through
the Gmail search function. The top 3 emails returned be-
came the automated email �lterset. We also collected a set
of ground truth emails from the user.

After generating the �lterset using both approaches, we com-
pared the �ltersets against the ground truth answers (emails).
We used HIT@3 (a standard metric in information retrieval)
to evaluate each approach. HIT@3 calculates the total num-
ber of ground truth emails found in the �rst three results
from each �lterset, across all 30 queries. The crowd-powered
approach produced 25 �ltersets containing the ground truth
email (HIT@3 = 0.833), and the automated approach pro-
duced 17 �ltersets containing the ground truth email (HIT@3
= 0.567). Thus, over the 30 queries, the crowd-powered ap-
proach performed notably better at constructing a �lterset that
contained the ground truth email. This is necessary for any
subsequent step to have a chance to succeed.

Information Extraction
Information extraction was performed with a combination of
NER and a custom crowd-powered extractor. Applying the
extraction pipeline to the crowd-generated �lterset for each
query, a correct result was found for 20 of the initial 30
queries (HIT@3 = 0.66).

Of the 30 end-user generated queries, �ve of them were rec-
ognizable by NER, and the remaining were passed to the sec-
ond stage of the pipeline. Of the 20 successful results re-
turned to the user, only three were extracted using NER, while
17 (85%) of them were extracted using the crowd-generated
regex extractor.

For the crowd-powered extractor, matches were ranked by
their corresponding regex rank and contextual relevance, and
the 5 highest ranked extraction candidates were returned to
the user. Of the 17 successful matches, 10 were returned as
top ranked result, 6 were returned as the second ranked result,
and 1 was returned as the fourth ranked result, achieving an
MRR2 (mean reciprocal rank) score of 0.779 for the success-
ful crowd-powered extraction matches.

For the entities where workers found it dif�cult to generate
perfect examples, our results showed that some workers were
able to come “close” to the desired answer. This is partic-
ularly evident in the 30 queries that we tested, with 20 ex-
amples generated for each. Of the 17 correct results that were
extracted from the users' emails, 6 queries had over 18 correct
examples, 5 queries had between 6 and 12 correct examples,
and 6 queries had 4 or fewer correct examples.

2Mean reciprocal rank is the sum of the inverse of the rank position
of each query result over the total number of queries.
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