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Abstract—As the hardware found within data centers becomes more heterogeneous, it is important to allow for efficient execution of algorithms across architectures. We present RAPID, a high-level programming language and combined imperative and declarative model for functionally- and performance-portable execution of sequential pattern-matching applications across CPUs, GPUs, Field-Programmable Gate Arrays (FPGAs), and Micron’s D480 AP. RAPID is clear, maintainable, concise, and efficient both at compile and run time. Language features, such as code abstraction and parallel control structures, map well to pattern-matching problems, providing clarity and maintainability. For generation of efficient runtime code, we present algorithms to convert RAPID programs into finite automata. Our empirical evaluation of applications in the ANMLZoo benchmark suite demonstrates that the automata processing paradigm provides an abstraction that is portable across architectures. We evaluate RAPID programs against custom, baseline implementations previously demonstrated to be significantly accelerated. We also find that RAPID programs are much shorter in length, are expressible at a higher level of abstraction than their handcrafted counterparts, and yield generated code that is often more compact.
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1 INTRODUCTION

Data is being collected by companies and researchers alike at increasing rates. The Computer Sciences Corporation projects that data production worldwide will grow to 35 zettabytes by 2020, an amount 44 times greater than the amount produced in 2009 [1]. While processing the growing quantity of data is a technical challenge in and of itself, there is also a demand by business leaders to have real-time analyses [2]. New techniques and algorithms are needed to support these high-speed analyses of growing data sets. New approaches should be able to support high throughputs while processing large data sets, be easy to program and maintain, and be portable across hardware architectures found in data centers (e.g., CPUs, GPUs, FPGAs, etc.).

One technique is to quickly scan the data for “interesting” regions (the definition of interesting varies between applications), and return to these regions to perform a more thorough analysis later, reducing the amount of data being processed by a complex algorithm. The initial scan can often be re-phrased as a pattern-searching problem, in which many searches are conducted against a single stream of data. A pattern defines a sequence of data that should be identified within another collection of data. Non-deterministic finite automata (NFAs) are a common computational paradigm for recognizing patterns in a data stream. As a theoretical framework, NFAs are capable of the highly parallel searches needed for performing several important types of analysis. Additionally, years of research and tool development have resulted in high-throughput automata processing architectures and software engines [3]–[9].

While these hardware solutions provide high throughputs for pattern searches, programming them can be challenging. Current programming models are akin to assembly-level development on traditional CPU architectures. Consequently, programs written for these accelerators are tedious to develop and challenging to write correctly. Additionally, these low-level representations do not lend themselves well to debugging and maintenance tasks.

We observe that automata processing provides a suitable abstraction to support portability across hardware back-ends for pattern-searching problems, but a higher level of abstraction is needed to improve the ease of programming.

In this article, we first evaluate the extent to which automata processing enables the portability of applications across CPUs, GPUs, and FPGAs. Then we extend our previous work to develop a high-level programming language, RAPID [10], for representing pattern search problems with respect to NFAs, targeting Micron’s Automata Processor (AP), CPUs, GPUs, and FPGAs. Together, these two contributions provide a programming model that is portable, reduces code size, and improves maintainability.

1.1 Automata Processing Portability

To evaluate the portability of the automata processing paradigm, we consider two questions: 1) do design and optimization choices for finite automata port across architectures? and 2) to what extent does automata processing support high performance across architectures?

We observe that there exist automata processing engines for all mainstream architectures (CPUs, GPUs, FPGAs) as well as specialized architectures such as the UAP [11] and Micron’s D480 AP [9]. Further, previous results demonstrate that the D480 AP, UAP, and FPGAs achieve high throughputs for automata applications [11]–[19]. In this article,
1. Contributions

In this article, we make the following contributions:

- An empirical evaluation of the stability and performance of automata processing optimizations and design choices across CPUs, GPUs, and FPGAs.
- **RAPID**, a high-level language for programming automata processing applications.
- A set of algorithms for converting RAPID programs into non-deterministic finite automata for execution with multiple automata processing engines.
- An experimental evaluation of the RAPID language against hand-crafted applications demonstrating improved density of generated NFAs as compared with hand-optimized NFAs.

The remainder of this article is organized as follows. Section 2 introduces background information and discusses related work. In Section 3, we present our empirical evaluation of automata processing stability with respect to state of the art algorithms. Section 4 describes the RAPID programming language. Next, Section 5 describes the algorithms for generating Finite Automata from a RAPID program. Section 6 discusses the tool pipelines for compiling and executing Finite Automata applications on CPUs, GPUs, FPGAs, and the D480 AP. In Section 7, we evaluate the performance of the RAPID programming language. Finally, we discuss our conclusions in Section 8.
symbols rather than labeling the transitions. We refer to these combined states and labels as state transition elements (STEs), following the nomenclature adopted by Dlugosch et al. [5]. An STE accepts the symbols in its label, which we refer to as the character class of the STE. Figure 1 depicts an NFA and a behaviorally equivalent homogeneous NFA. Additionally, we relax the definition of machine acceptance. Instead of accepting if an accepting state is active at the end of input, whenever an accepting state is active we report the relative offset in the input stream. This allows for pattern-recognition in streams of data symbols.

2.2 Architectural Support for Automata Processing

There are several custom and customizable platforms that support automata processing. In this section, we provide additional background for two: field-programmable gate arrays, and Micron’s D480 AP.

2.2.1 Field-Programmable Gate Arrays

FPGAs are reconfigurable fabrics of look-up tables (LUTs). Individual LUTs can be configured to perform the computation of arbitrary logic gates. LUTs can be connected together via the reconfigurable fabric to form arbitrary circuits.

Traditionally, FPGAs have been used for prototyping logic circuits. However, FPGAs are increasingly used as co-processors to accelerate computation that does not map well to von Neumann execution. Usually, computations that can be represented as streaming systolic arrays perform extremely well when mapped to FPGA fabrics in contrast to von Neumann architectures like CPUs and GPUs.

Prior work has investigated implementing finite automata processing on FPGAs [8], [9], [21]–[24]. Because automata can be thought of as circuits—where each state transition element is a specialized logic gate—they can be naturally implemented in an FPGA fabric. Although FPGAs are a natural and successfull fit for acceleration of automata processing and have been the subject of significant study, the ability to port software to FPGAs while maintaining performance remains an open research problem.

2.2.2 Micron’s D480 Automata Processor

The AP, as described by Dlugosch et al. [5], is a hierarchical, memory-derived architecture for direct execution of homogeneous non-deterministic finite automata. State Transition Elements (STEs) are stored in a memory array, and transitions between STEs are encoded in a reconfigurable routing matrix. The memory array and routing matrix form the basis of the AP architecture.

An SDRAM memory array serves as a computational medium in the AP, a stark contrast from its traditional role as main memory in a von Neumann computer system. Arranged as a two dimensional grid, SDRAM data is accessed via row and column addresses. STEs consist of a single column of memory and a detection cell used for storing whether the given STE is active. The design in Figure 1 would require seven columns of SDRAM, one for each of the STEs. The symbol or symbols accepted by an STE are stored in the column of memory, each row representing a symbol in the alphabet. At runtime, a symbol from the input stream is decoded and drives one of the rows in the memory array.

Simultaneously, all STEs (columns of memory) determine whether they accept that symbol. Accepting STEs (i.e., those currently active as determined via their detection cells) then generate an output signal that is passed through the routing matrix to activate the connected STEs.

In addition to STEs, there may be additional special-purpose elements. For example, the current-generation AP contains saturating counters and combinatorial logic. These elements connect to the STEs via transition edges and allow for aggregation and thresholding of transitions between STEs. While these elements do not necessarily add any expressive power over traditional NFAs, the use of counters and logic often reduces the overall size of the automata. This allows the AP architecture to be flexible. Future implementations might contain additional special purpose elements.

A hierarchical, reconfigurable routing matrix is used to route activation signals between STEs and special elements. Groupings of two STEs form a GoT. Several GoTs and a special purpose element (SE) are then connected to form a row in the routing matrix. Groupings of rows form blocks, and groupings of blocks form a half-core. There is no routing between the two half-cores that make up an AP chip. An AP board consists of several AP chips, and this allows for many pattern-recognition searches to occur in parallel. Figure 2 depicts this hierarchy for a half-core. Table 1 provides resource information for the first-generation AP board. We can take advantage of this hierarchical routing to produce efficient automata from RAPID programs.

2.3 Programming Models for Pattern Searches

Next, we consider current programming models for identifying patterns within a stream of data.

2.3.1 Graph-Based Representations

Traditionally, NFAs are often represented as a directed graph with states as vertices and the transition function en-
coded as edges. While capable of specifying search patterns, NFAs are difficult to write and maintain. NFA formats, such as the XML-based Automata Network Markup Language (ANML) and Becchi’s transition table representation [25], are extremely verbose. For example, measuring the pairwise difference of characters between an input string and a fixed five-character string requires 62 lines of ANML to represent [26]. Maintenance tasks on this code are also cumbersome: changing such an automaton to compare against a string of length 12 requires modification of 65% of the code. NFAs can be challenging and tedious to write correctly, especially for developers lacking familiarity with automata theory. In research areas such as program verification, the task of specifying automata is automated [27].

2.3.2 Regular Expressions

Regular expressions are another common option for representing a search pattern; however, these also suffer from similar maintainability challenges. For many of our target applications, such as motif searches, particle tracking, and rule mining, the regular expression representing the search is non-intuitive and may simply be an exhaustive enumeration of all possible strings that should be matched (much in the same way an overfit machine learning classifier might directly encode a lookup table of the training data). Additionally, programming of regular expressions can be extremely error-prone due to variations in regular expression syntax, which leads to high rates of runtime exceptions [28].

2.3.3 Languages for Streaming Applications.

Streaming applications process a sequence of data received in real time. Common examples include radio receivers and software routers. Automata processing can be viewed as a streaming application because input symbols are processed in real time to update the automaton’s active states.

Languages for streaming applications, such as StreamIt [29], have been studied in great detail. StreamIt provides structures for stream pipelining, splitting and joining, and feedback loops. StreamIt objects may peek and pop from the input stream, store input, and perform computations before outputting a result. Automata processing, however, does not readily admit this computational model. Finite automata have no inherent memory, and cannot generally peek at the input stream. Many of the operations allowed by StreamIt are thus not applicable in this domain, and it is not evident how to extend the StreamIt model to describe complex automata or non-deterministic execution. Additionally, data and control are treated differently in StreamIt and automata processing-based languages such as RAPID (see Section 4). A StreamIt program specifies a stream graph: data always enters the program and is transformed and passed downstream until reaching an output. In RAPID, instructions describe the next step to be taken to identify a pattern: stream data enters the program in the location(s) where the program is currently active, causing control to shift to another statement in the program. Ultimately, StreamIt and RAPID target different computational abstractions, and are not directly comparable (e.g., it is not clear how to compile StreamIt programs to finite automata).

2.3.4 Non-Deterministic Languages.

Non-determinism is a useful formalism for identifying patterns in parallel within a data stream. In a state machine, non-determinism arises when multiple states are active simultaneously, allowing for parallel exploration of input data. Several existing languages contain non-deterministic control structures to facilitate these types of operations.

Dijkstra’s Guarded Command Language [30] introduces non-deterministic alternative and repetitive constructs. These constructs are predicated with a Boolean “guard” that must be true for the encapsulated statements to execute. The alternative construct chooses one command with a satisfied guard and executes it. In the repetitive construct, the program loops, choosing one command with a satisfied guard to execute, until no guards are satisfied. Rather than proposing a concrete language, the Guarded Command Language presents guiding formalisms for supporting non-determinism. We provide similar constructs in RAPID, but a notion of parallel exploration is incorporated directly into the semantics, allowing RAPID to be more concise than the Guarded Command Language when processing stream or pattern data.

An additional non-deterministic programming language is Alma-0 [31], a declarative extension of Modula-2. Alma-0 supports the use of Boolean expressions as statements, an ORELSE statement allowing for execution of multiple paths through the program, and a SOME statement that is the non-deterministic dual of the FOR statement. While RAPID also treats Boolean expressions as statements (see Section 4.1), it differs from Alma-0 in the computational model supported by the language’s semantics. In Alma-0, ORELSE and SOME are defined via backtracking. Execution is single threaded: when an ORELSE statement or a SOME statement is encountered, the program will choose a single option to execute. If an exploration fails, the program backtracks to the last choice point, restoring all program state, and attempts a different option. Rather than choosing a single option to explore and backtracking if computation fails, RAPID programs explore all paths in parallel.

2.4 Programming Models for Portability

The holy grail of programming for heterogeneous environments is to “write once and run anywhere.” Research into portability dates back decades and has its origins in attempts to support multiple mainframe computer architectures. For example, the Parallel Programming Language (PPL) was a strongly typed language that abstracted away from machine-dependent types to support multiple architectural targets [32]. More recently, the focus has been on supporting portability across different coprocessors.

The OpenCL language boasts support for CPUs, GPUs, FPGAs, and other microprocessors [33]. The language provides an abstract notion of computational devices and processing elements, which allow for task- and data-parallel applications to be executed in heterogeneous environments. While the same code can be run on multiple types of hardware, code written for one architecture rarely performs well on another architecture. To execute efficiently on both GPUs and FPGAs, for example, a developer must often write two copies of the application, crafting the code to
make use of the particular strengths of each platform. Our goal with RAPID is to avoid this rewriting step, allowing the developer to write an application using a computational abstraction that performs well across architectures.

High-level constructs, such as Map-Reduce, have been demonstrated to provide portability across architectures [34], [35]. RAPID also makes use of high-level constructs, but constructs in our language are more specific to sequential pattern identification tasks.

3 AUTOMATA PROCESSING STABILITY

In this section, we evaluate the suitability of the automata processing paradigm as a performant, portable programming abstraction across disparate computer architectures. We consider both the stability of implementations across architectures (whether design choices impact performance on platforms differently) as well as average throughput of applications, compared with state-of-the-art algorithms. While a thorough evaluation of performance portability is out of scope, our initial results demonstrate the potential of automata processing as a suitable abstraction.

### 3.1 Performance Stability

We first compare the stability of design choices in automata processing applications with the stability of those in OpenCL. OpenCL supports execution across a variety of architectures [33]. However, code written for one processor may not compile for another target or may require significant rewriting to be performant on the new architecture [36]. Given two implementations of the same application and two hardware architectures, if one implementation outperforms the other on the first architecture and the opposite is true for the second architecture, we say that there is a performance inversion. Performance stability is the lack of observable performance inversions.

The OpenCL language has many observable performance inversions and is therefore not stable across architectures. We demonstrate such inversions using applications in the Rodinia HPC benchmark suite, which were optimized for multi-threaded execution [37]. Zohouri et al. have developed a second implementation based on an iterative approach [35]. For each benchmark, we time both implementations on the CPU, GPU, and FPGA. Table 2 presents high-level relative performance results for loop- and thread-based OpenCL Rodinia benchmarks; performance is stable if arrows within a row do not reverse direction. We find that all six benchmarks demonstrate performance inversions. That is, for all benchmarks we consider, the design decisions needed for performant code vary with each architecture.

We next examine performance stability in automata processing applications, focusing on six implementation and optimization techniques from recent literature:

- **Automata folding** [16]: reducing automata states by combining non-overlapping input comparisons.
- **Counters** [5]: reducing states by rewriting automata to use saturating counters.
- **Disjoint Report Merging (DRM)** [38]: reducing data transfer overheads on spatial automata processors.
- **Prefix collapsing** [21]: combining common automata states to form a trie-like structure.
- **Race Logic** [39]: providing general support for dynamic programming at the cost of performance.
- **Striding** [21]: transforming automata to support compressed input streams.

For each, we select an arbitrary application that supports the optimization from the ANMLZoo automata processing benchmark suite [40]. Using one implementation with the optimization and one without, we measure relative performance (i.e., relative time-to-solution) across CPUs, GPUs, FPGAs, and the AP. These results are presented in Table 3. We observe only a single performance inversion (counters) in our experiments and believe this inversion is an artifact of current implementation support [41]. These results provide initial evidence that the automata processing abstraction provides stable performance across architectures for many implementations and optimizations. Design decisions for performant code in automata processing do not appear to vary as much across architectures as they do with OpenCL.

### 3.2 Automata Processing Performance

In addition to stability, performant code across architectures is a desirable quality of a portable programming model. Recent studies by Wadden et al. and Nourian et al. investigate (and demonstrate) the performance of automata processing on several hardware accelerators, including GPUs, FPGAs, and the AP [10]. Therefore, we restrict our attention in the Rodinia HPC benchmark suite, which were...
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- **Brill** [12], a rule-writing processor for part of speech tagging in natural language processing.
- **Entity Resolution (ER)** [42], an algorithm for detecting duplicated (or similar) names from a list.
- **Fermi** [13], a path recognition algorithm for particle physics experiments.
- **Protomata** [43], a protein motif signature classification application.
- **Random Forest (RF)** [16], a random forest ensemble classifier for handwriting recognition.
- **SPM** [15], a sequential pattern mining application.

Each of these applications has been demonstrated to outperform a state-of-the-art CPU implementation when executed on the AP. Here, we study whether the algorithms designed for the AP outperform the state-of-the-art when executed on CPUs using an automata processing engine.

For each experiment, we executed the state-of-the-art implementation ten times and measured the average through-put of the core algorithm. Then, we averaged ten runs of an automata engine running the same application. We executed the benchmark automata using the Intel Hyperscan framework supplied as part of MNCart [14]. Experiments were performed on an Intel Core i7-5820K (3.30 GHz) processor with six physical cores and 32GB of RAM.

Figure 3 shows the relative speedup of automata engines over application-specific algorithms on the CPU. For three applications (Brill, Protomata, and SPM), the automata-based algorithm outperforms the state-of-the-art in terms of average throughput. By representing Brill and Protomata as automata, new opportunities for optimization are exposed, allowing for orders of magnitude increased performance. For Fermi, the automata algorithm is within 3× of the application-specific algorithm. Entity Resolution and Random Forest are an order of magnitude slower primarily due to the increased accuracy and/or work [45] of the automata implementations. When adapting a new application to the automata paradigm, researchers should consider carefully how this might impact the work—the time or steps needed for a serial processor to complete the task—performed by the algorithm. Large increases in work may not be suitable for performant automata processing algorithms across archi-

3.3 Discussion

We observe that automata processing is more stable across disparate architectures relative to design choices and optimizations than the OpenCL programming model. We also observe that four of our six automata benchmarks perform within 3× application-specific algorithms on the CPU, and two of these state machine-based implementation are at least an order of magnitude faster than the state-of-the-art. Additionally, automata processing is already a widely used computational model in areas such as network security [46], computational finance [47], and software engineering [27], [48]. There has been significant development of new optimizations for state machine performance on CPUs [25], and we anticipate continued improvement of automata processing performance on von Neumann architectures.

We conclude that automata processing provides stability (Section 3.1) and performance (Section 3.2) across architectures and implementations, including CPUs, GPUs, FPGAs, and the AP. That is, the performance of an automata-based algorithm is stable across architectures and often similar to the performance of an application-specific algorithm on the same hardware platform. Note that this performance portability includes applications that go beyond traditional regular expression-based algorithms, even on the CPU. We believe that portability across these architectures is benef-
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4 The RAPID Language

While automata processing provides a suitable abstraction for performance portable execution of algorithms, current programming models for pattern searches have significant drawbacks (see Section 2.3). In this section, we discuss a new programming language, RAPID, which allows developers to write concise, clear, and maintainable algorithms for use with automata engines. In particular, RAPID supports searching a stream of data for many patterns in parallel. Programs are written in a combined imperative and declarative style using a C-like syntax. In this section, we present a high-level overview of the control structures and data representations in the RAPID programming language.

4.1 Program Structure

Macros and Networks. RAPID programs consist of one or more macros and a network. The basic unit of computation in a RAPID program is a macro, which defines a reusable
**Fig. 4.** A RAPID program for computing Hamming distances

```
macro hamming_distance (String s, int d) {
    Counter cnt;
    foreach (char c : s)
        if (c !- input()) cnt.count();
    cnt <= d;
    report;
}
network (String[] comparisons) {
    some (String s : comparisons)
    hamming_distance (s, 5);
}
```

pattern-matching algorithm. Macros in RAPID share similarities with both C-style macros and ANML macros, allowing code to be written once and then used as a “rubber stamp.” RAPID macros admit more customized usage than their namesakes in C and ANML; the same macro can generate all designs for a particular problem.

Statements within a macro are executed sequentially and define actions that should be taken to identify a pattern. RAPID provides several control structures, including if statements, while loops, and foreach loops. Unlike some languages, we guarantee in-order traversal when iterating with a foreach loop. The language also provides parallel control structures useful for pattern-matching, which we describe later in this section.

Additionally, macros can instantiate other macros. When a macro is called, control shifts to the called macro; all of its statements are executed, and then control returns to the calling macro. While the macro code defines how to identify a pattern in the input stream, the macro parameters can specify the particular characters to match, allowing for comparisons of varying lengths. Consider the macro in Figure 4, which performs a Hamming distance computation between a string parameter, s, and the input stream. Changing from comparison against a string of length five to a string of length twelve only requires passing a different string argument to the macro. As noted in Section 2, more than half of the code in the corresponding ANML implementation must be modified to make an identical change.

The network represents the highest level of pattern-matching within a RAPID program, and statements within a network definition are executed in parallel. The most common use of the network is to define a collection of macros for instantiation, which are executed in parallel at runtime to identify patterns in the input data stream. The network may also have parameters to specify certain values at runtime. Figure 5 contains a RAPID program that computes the Hamming distance for a number of given strings and reports on input within a distance of five. The network is parameterized on an array of strings, which is used at runtime to specify the comparisons being made.

**Reporting.** RAPID programs passively observe the input data stream; they cannot modify the stream. Programs can indicate interesting regions within the stream by using the report statement, which generates a report event. These events provide the offset in the input data stream where the report occurred and additional identifying meta data, such as the reporting macro. For the program in Figure 4, reports indicate offsets where the input stream is within a Hamming distance of five from the strings in comparisons.

```
Counter cnt;
foreach (char c : "rapid") {
    if (c == input()) cnt.count();
    if (cnt >= 3) report;
}
```

**4.2 Types and Data in RAPID**

There are five primary data types in RAPID: char, int, bool, String, and Counter. Both String and Counter are lightweight objects, while the remaining three are primitive types. Additionally, there is support for nested arrays of these types.

In RAPID, pattern-matching occurs in a stream of a characters. Therefore, the language provides the char primitive type for interacting with input data. The input data stream, however, is a stream of bits and does not need to be interpreted as characters. To support this, a char may also store escaped hexadecimal values. RAPID also defines two character constants, which represent special symbols in the input stream: ALL_INPUT and START_OF_INPUT. The former represents any symbol within the input and the latter is a reserved symbol (character 0xFF) for indicating the start of data. For example, if the input data stream consists of the flattening of an array, the entries would be concatenated into a stream, separated by the START_OF_INPUT symbol.

A Counter represents a saturating up-counter. Upon instantiation, a counter is initialized to zero. Counters provide two functions: reset() and count(), which set the value to zero and increment by one, respectively. Although programs cannot access the internal value of the counter, it is possible to check against a threshold.

Figure 5 demonstrates the usage of counters and interacting with the input stream. The foreach loop iterates over each character in the string “rapid” sequentially. If that character matches the next character from the input stream, the counter is incremented. After iterating over the entire string, the program checks if the counter is at least three and reports if so. For example, if the stream contained “trepid,” the count would be three, and there would be a report, but “party” results in a count of one and no report.

The input data stream in RAPID is privileged and is accessed via the input() function. A call to this function returns a single character from the head of the data stream. Access to the input data is destructive—no peeking or insertion is allowed during program execution. Calls to input() act as synchronization points across active threads.

4. This is merely syntactic sugar; the same behavior may be implemented using a less compact if statement.
in a RAPID program. Similar to how active states in an NFA process the same input symbol, all active threads execute up to an input() statement and then receive the same character from the input stream. For example, if the stream contains “abcd....” input() would return ‘a’ to all active threads of computation, and the stream would now contain “bcd....” There is no required number of calls to input() across threads and also no communication between threads. Threads with fewer calls to input() than another thread will simply terminate earlier. This data model supports the heterogeneity of MISD computations.

RAPID’s design represents the input stream as a FIFO only accessible through a special function, input(), rather than as a special indexed array. This is for conceptual clarity: arrays afford a notion of random access into the stored data, while pattern-recognition processors support sequential access to an ordered sequential data stream. Global input access is intentionally similar to C’s “fgetc” rather than “fread/fseek” or “mmap.”

4.3 Parallel Control Structures

In pattern-matching problems, it is often useful to explore multiple possibilities in parallel. For example, a spam filter may wish to check for many black-listed subject lines simultaneously, or a gene aligner may begin matching a sequence at any point in the input stream. To facilitate such operations, RAPID provides both the network environment and also parallel control structures. Networks, as described previously, allow for parallelism at the macro level, which is useful for checking several patterns in tandem. The parallel control structures (either/orelse, some, and whenever) provide finer-grain control over parallel operations.

Either/Orelse Statements. This structure provides basic support for parallel exploration. An either/orelse statement consists of two or more blocks, which allows for an arbitrary, static number of parallel computations. Computation splits when an either/orelse statement is encountered during execution, and each of the blocks is executed in parallel. When the end of a block is reached, computation continues with the next statement in the program. No blocking or joining occurs, meaning that different paths in the either/orelse statement may begin executing the following statement at different times. This behavior is desirable because it allows for the matching of different length patterns containing the same suffix.

As an example usage of the either/orelse statement, consider the code fragment in Figure 6 adapted from the MOTOMATA benchmark [12] evaluated in Section 4. Candidates in the input stream are separated by the control character ‘y’. The computation should report the candidates within a Hamming distance of d from the string stored in variable s. We use an either/orelse statement to ensure that computation continues to the next candidate when the current candidate does not fall within the threshold. The first block of the either/orelse statement performs the Hamming distance comparison, while the second block consumes input until the control character is reached, always preparing the program to check the next candidate.

```plaintext
1: either {
2:    hamming_distance(s,d); //hamming distance
3:    'y' == input(); //next input is 'y'
4:    report;
5: } orelse {
6:    while ('y' != input()); //consume until 'y'
7: }
```

Fig. 6. An example usage of an either/orelse statement

**Some Statements.** In certain cases, for example instantiating macros based on the content of an array, the ability to generate a dynamic number of parallel paths is desirable. The some statement provides this functionality.

This statement is the parallel dual of a foreach loop. During execution, the program iterates over a provided array or string and instantiates a parallel thread of execution for each item. Similar to an either/orelse statement, the execution of each parallel thread continues with the subsequent statement in the program; different threads in the some statement may reach this next statement at disjoint times. The some statement in Figure 4 instantiates a Hamming distance macro for each string in the comparisons array. The number of parallel threads executed depends on the number of entries in comparisons.

**Whenever Statements.** A common operation in pattern-matching algorithms is a sliding window search, in which a pattern could begin on any character within the input stream. The whenever statement consists of a Boolean guard and an internal statement. The guard specifies a condition on the input stream that must be true or a counter threshold that must be met before the internal statement is executed. At any point in the data stream (potentially multiple times) where this guard is satisfied, the internal statement will be executed in parallel with the rest of the program. A whenever statement is the parallel dual of a while statement. Whereas a while statement checks the guard condition before each iteration of the internal statement, a whenever statement checks the guard in parallel with all other computations, if any.

The code fragment in Figure 7 will perform a sliding window search for the string “rapid.” The predicate within the guard will return true on any input, and therefore the block of code will begin execution at every character in the input stream. The whenever statement can also perform restricted sliding window searches depending on the predicate in the guard. For example, an application searching through HTTP transactions might use the predicate matching “GET” before matching specific URLs.

Sliding window searches are fundamental to stream pattern recognition. All RAPID programs perform a sliding window search on the START_OF_INPUT symbol. In the common case, this sliding window search occurs at the topmost level of a RAPID program, i.e. right within the network. To reduce verbosity, RAPID infers this whenever statement, only requiring developers to specify a whenever statement with non-default sliding window searches.

5 Code Generation

In this section, we present techniques for converting RAPID programs into automata for execution with automata pro-
processing. Our technique takes two files as input: the RAPID program and a file annotating properties of the the network parameters (e.g., lengths of arrays and strings). Our tool converts the RAPID program into two files: an ANML specification and host driver code. The ANML file specifies the configuration of automata processing engine needed to perform the given pattern-matching algorithm given by the RAPID program. The driver code is executed on the CPU at runtime and handles execution of the automata processing core, and collecting report events. This section focuses on the transformation of RAPID into the ANML specification.

We employ a staged computation model to convert RAPID programs: comparisons with the input stream and counters occur at runtime, while all other values are resolved at compile time. To aid in partitioning, we annotate expressions with their return type during type checking. Allowable annotations include the five types listed in Section 4.2 as well as an internal Automata type, which denote expressions interacting with the input stream. Expressions annotated with Automata or Counter are converted into ANML (allowing for runtime execution), while the remaining expressions are evaluated during compilation.

Our conversion algorithm recursively transforms RAPID programs into finite automata in much the same way that regular expressions can be transformed into NFAs. Comparisons with the input stream are transformed into STEs. The statement in which the comparison occurs determines how the STEs attach to the rest of the automaton. Rules for transforming automata expressions determine the structure of the STEs within a given statement. We describe the conversion of expressions, statements and counters in turn.

### 5.1 Converting Expressions

Expression transformation results in the formation of a chain of STEs. No cycles are generated by expressions, but chains may include bifurcations. Figure 8 provides examples of transformations from RAPID expressions to automata structures. The most basic transformation is a comparison between a character and the input stream, generating a single STE. AND expressions behave as concatenation because reading from the input stream is destructive. The conversion of an OR expression generates a bifurcation in the generated automaton. A special case occurs when both sides of the OR expression contain input comparisons of length one. In these instances, we take advantage of STE character classes to specify multiple accepting symbols for a single STE.

Negations of expressions generate the most complex structures of all the expression types. Traditionally, an automaton is negated by swapping accepting and non-accepting states. This construction, however, does not work for our use case because RAPID programs consume the same number of symbols for an expression and its negation.

The traditional transformation does not maintain this property. Instead, we transform the expression via De Morgan’s laws and generate STEs for the resulting statement. After any mismatch in this negation, the remaining symbols do not matter, but still must be consumed. We therefore use star states, which match on any character.

### 5.2 Converting Statements

Statements in RAPID are transformed into the high-level automaton structures, allowing for additional pipelining, feedback loops, and parallel exploration of patterns. We present the overall structures in Figure 9.

A foreach loop is unrolled into straight-line pattern-matching. Parallel either/orelse and some statements are transformed by generating the code for each statement and connecting these structures in parallel into the overall design. This mirrors the language semantics that the some statement is the parallel dual of foreach. Note that some statements typically depend on compile-time parameters (via input annotations on the network) while either/orelse statements do not (see Section 4.3).

There is also a similarity between while loops and whenever statements. While loops alternately perform predicate checks and execute the body code. This generates a feedback loop structure in the automaton. In a whenever statement, predicate checking begins on every character consumed. To support this, we generate a self-activating STE that accepts all symbols (see * node in Figure 9d). This added STE maintains an active transition into the predicate, allowing matching to begin on every symbol consumed. Once the predicate accepts, the body of the whenever statement will begin to execute (although the predicate is still checked again in parallel on subsequent input characters).

### 5.3 Converting Counters

Counters in RAPID are challenging to implement because the state of a hardware counter on the AP cannot be directly accessed. Therefore, counter comparisons in RAPID programs are transformed into a pattern-matching operation...
using a combination of one or more saturating counters and Boolean gates. The basic structure consists of a saturating counter set to latch (once the threshold is reached, the output signal remains active) and an inverter, which allows for detection of the counter target not being reached.

Physical counters on the AP have three connection ports: count enable, reset, and output. Counter object function calls to `count()` and `reset()` in RAPID are connected to their respective ports on the counter. Output signals then connect to the next statement in the program.

We follow the set of rules for determining the threshold and outputs of a Counter shown in Table 4. Equality checking with a Counter requires the use of two physical counter elements. While traversing the program, we note which Counter objects are used for equality checking and during code generation emit two counter elements for each.

This technique only allows for one threshold to be checked per counter in the RAPID program. An alternate solution would be to use positional encodings, which duplicate an automaton for each value of a counter, encoding the count in the position of states within an automaton. While this design allows for easy checking of multiple thresholds, it also significantly increases the number of states in the final automaton and does not support counter resetting. We chose not to implement this technique in our initial compiler because it does not support full, generic functionality.

We must also support the use of Counter variables as predicates in a `whenever` statement. For the body of a `whenever` statement to execute, the Counter must have reached its threshold, and the statement itself must have been reached within the control flow of the RAPID program. We use a self-activating STE matching all symbols to track when the statement is reached. An AND gate checks both of these conditions before executing the body of the `whenever` statement. This design is demonstrated in Figure 10.

Counter threshold checks are also used as assertions or as predicates in `if` statements and `while` loops. Because NFAs do not have dynamic memory (beyond the states themselves), we handle this case by both generating automata and also pre-transforming the input stream. For each such Counter, we create a unique reserved input symbol. This new symbol indicates that the threshold for that particular Counter has been met. We add an STE matching the symbol to the subsequent statement; whenever the symbol is encountered in the input data stream, the appropriate subsequent statement begins execution. This symbol must be injected into the input data stream before the RAPID program begins execution. Actual injection is handled by the runtime code and can occur while data is being streamed to the AP (but before execution of the RAPID program begins).

We attempt to automatically determine the pattern for inserting the count threshold symbol into the input stream. An example pattern is “insert the symbol after every 25 characters in the input stream.” Often, the compiler can infer the pattern by counting the number of symbols consumed before the counter check occurs. When certain `while` loops are included in the program, however, it may not be possible to determine where in the input stream to inject the symbols. In these cases, we currently output a warning at compile time and rely on the developer to provide the pattern for inserting the control character into the data stream.

6 Executing RAPID Programs

A primary goal of the RAPID programming language is to support cross-platform portability of pattern searching applications. This allows an application to be tested on a developer’s machine, which might not contain high-performance hardware, and be easily deployed into a heterogeneous hardware environment. Finite automata provide a portable, intermediate computation form that can be ported to many hardware back-ends, including CPUs, GPUs, FPGAs, and Micron’s D480 AP. We achieve this by developing and adapting automata engines for each platform.
As discussed in Section 3, automata processing provides a suitable abstraction for efficient execution of applications across architectures. Such an approach effectively decouples high-level application development from low-level optimizations. Any advances in automata processing performance (e.g., new optimizations and new computational approaches) can be beneficial for all high-level applications.

In the previous section, we described the process for compiling a high-level RAPID program to finite automata. Now, we discuss workflows for executing automata across common computer architectures. Figure 11 outlines our workflow for targeting CPUs, GPUs, FPGAs, and the AP.

6.1 Targeting the Automata Processor
Micron provides a proprietary tool chain for converting ANML specifications into a loadable binary image for the AP. This tool places and routes the NFAs onto the hardware states and reconfigurable routing mesh of the processor. We use this tool directly to synthesize ANML for the AP.

6.2 Targeting CPUs
We have developed and collected a set of algorithms for optimizing and transforming fine automata. These algorithms are implemented in VASim, a tool we created to facilitate automata research and experimentation [7]. This framework supports easy prototyping, debugging, simulation, and analysis of automata-based applications and architectures. We use VASim to optimize the automaton from the RAPID compiler using common prefix collapsing [21]. This process merges states that match the same input symbols, beginning with the starting states, producing a functionally-equivalent NFA with fewer states. In our Brill tagging benchmark, for example, prefix collapsing results in a 57% reduction in the number of states. Additionally, VASim contains a multi-threaded simulation core, which is capable of executing automata on an input stream. The simulator was designed specifically to execute ANML files, making VASim an excellent candidate for a RAPID CPU back-end.

While VASim is currently 4×–6×94× faster than existing simulation tools for Micron’s AP, regular expression processors, such as Hyperscan [6], outperform VASim for pure NFA applications. When a compiled RAPID program contain no counters, we choose to execute with Hyperscan, using the compilation and runtime tools supplied as part of the MNCaRT ecosystem [44]. The compiler takes MNRL, an open-source state machine representation, as input. We use VASim to convert the ANML emitted by the prototype RAPID compiler, and then use the Hyperscan compiler to generate a serialized pattern dictionary and perform Hyperscan-specific optimizations to the automata. We then execute the pattern dictionary against a supplied input stream using the hsrun tool provided with MNCaRT.

6.3 Targeting GPUs
We support the execution of pure NFAs with a GPU backend. RAPID programs that do not use counters can therefore be executed on GPUs. We use iNFAnt2, the optimized GPU-based NFA engine used by Wadden et al. with the ANMLZoo benchmark suite [40]. The iNFAnt2 engine reads in a transition table and uses individual SIMD threads to compute possible transitions on a given input symbol.

We use VASim to convert the ANML produced by the RAPID compiler to the transition tables needed by iNFAnt2. Similar to the CPU target, we optimize the ANML using VASim’s optimization framework. Next, we output the NFA transition table using the Becchi-style format [25]. To execute on the GPU, we provide both this transition table and an input stream to iNFAnt2, which produces reporting output.

6.4 Targeting FPGAs
When targeting an FPGA, we first optimize the compiled automata and then convert to a hardware description using VASim. VASim transforms the optimized NFA into a Verilog hardware description. Our tool generates a module with inputs for clock, reset, and an 8-bit input symbol and outputs for report events. Within the module, activations of states in the automaton are stored in registers, which are updated on every clock cycle. A state becomes active if it is enabled (a state with an incident edge to the current state is active) and the current input symbol matches. Using this update rule, it is possible to execute the NFA directly in hardware. Finally, we target Xilinx FPGAs by synthesizing the hardware description produced by VASim. Additional optimization of automata kernel generation for FPGAs using this same technique has been explored by Xie et al. [19].

7 Evaluation
We evaluate RAPID against hand-crafted designs for five real-world benchmark applications, which were selected based upon previous research demonstrating significant acceleration using Micron’s AP [12], [14], [17], [18].
Table 5 provides descriptions of the benchmarks used. For each benchmark, we chose an instance size representative of a real-world problem. These sizes come either directly from previous work or from conversations with the authors of the previous work. The generation method column indicates the technique used to create the hand-crafted code, which ranged from custom Java or Python programs for generating an ANML design to the use of a GUI design tool (Workbench) for crafting automata by hand. The authors of the ARM [14] and Brill [12] benchmarks provided us with their original code, including a collection of regular expressions for performing the Brill benchmark. We recreated the remaining designs, using algorithms and specifications published in previous work.

Table 6 lists design statistics for the benchmarks. We compare the lines of code needed to generate ANML. For ARM, the RAPID code requires six times fewer lines to represent, and Brill requires about half of the lines of the hand-crafted solution. The regular expression representation for Brill is more compact than RAPID.

We created the Gappy, Exact, and MOTOMATA benchmarks using a GUI design tool. For these, we present the lines of code in ANML, which is roughly equivalent to the number of actions taken within the design tool. ANML file sizes are dependent on the specific instance of a problem, and the numbers we present are for a single instance of the problem listed in Table 5. In all cases, the RAPID program is significantly more compact than the ANML it generates.

As an approximation for the size of the resulting automaton, we measure the number of STEs generated and the number of STEs loaded to the AP after placement and routing. The placement and routing tools modify the original automaton to better match the architectural design of the AP. These optimizations are similar to those applied by VASim for our CPU, GPU, and FPGA targets. For most benchmarks, RAPID-generated automata contain fewer device STEs, taking up less space on the device. Only the Gappy benchmark requires more device STEs. Although we could optimize the RAPID code to reduce the size of the generated automaton, we found that this more natural design, although larger, has comparable placement and routing efficiency. For MOTOMATA, the RAPID version requires approximately half the STEs of the hand-crafted version. The compiled RAPID version makes use of a saturating counter, while the handcrafted version uses positional encoding.

Due to the lock-step execution of automata on the AP, runtime performance of loaded designs is linear in the length of a given input stream. Therefore, we focus on evaluating the space efficiency of RAPID programs. In Table 7, we present the performance of RAPID programs compared to hand-crafted ANML based on placement and routing statistics for the AP, using version 1.4-11 of the AP SDK to generate the placement and routing information. The total blocks column measures the number of routing matrix blocks (see Section 2.2.2) needed to accommodate the design; lower numbers represent a more compact design. STE utilization indicates the percent of used STEs within the routed blocks; high numbers indicate a design with fewer unused STEs. Mean BR allocation (AP MBRA) is a metric provided by the AP SDK that approximates the routing complexity of the design. Here, a lower number is better, signifying lower congestion within the routing matrix. The AP Clk column indicates whether the clock cycle of the AP must be reduced to accommodate a design. In one instance (the RAPID MOTOMATA program), the clock cycle must be halved due to a limitation in signal propagation between counters and combinatorial elements in the current generation AP. However, the RAPID version is four times more compact. Although this is a performance loss for a single instance, it is a net performance gain for a full problem, which will fill the AP board: four times as many instances execute in parallel at half the speed, for a net improvement factor of two. Although RAPID provides a higher level of abstraction than ANML, the final device binaries are more compact, using fewer resources on the AP.

We also evaluate the space efficiency of the FPGA engines our tools produce. We synthesize our designs for a Xilinx Kintex UltraScale XCKU060. Table 7 also lists the
number of LUTs and registers needed to implement the hardware description of the benchmark. Lower numbers indicate smaller footprints for the circuits, which allows for more widgets to be run in parallel on the FPGA. As with the AP results, RAPID programs do not incur significant space overheads on the FPGA. A complete timing analysis and comparison with other FPGA engines falls outside the scope of this article, but is examined by Xie et al. [19].

8 CONCLUSIONS

As data sets continue to grow in size, new hardware and software approaches are needed to quickly process and analyze available data. This article explores the viability of automata processing as an intermediate computational representation to support high-throughput processing across computer architectures. Additionally, we present extended results for RAPID, a language that provides a high-level representation of pattern-matching (automata) algorithms.

Automata processing allows for a developer to write a single application and execute on all common architectures. Further, our empirical evaluation demonstrates that automata optimizations maintain performance stability across CPUs, GPUs, FPGAs, and the AP.

RAPID raises the level of abstraction for programming pattern-recognition applications, resulting in clear, concise, maintainable, and efficient programs. We develop a notion of macros and networks, which we argue improve program maintainability. Additionally, RAPID provides parallel control structures to support common tasks in pattern-matching algorithms, such as sliding window searches. We present techniques for converting RAPID programs to finite automata that can be executed on CPUs, GPUs, FPGAs, and Micron’s D480 AP. Although RAPID programs are written at a higher level of abstraction than current hand-crafted code, our evaluation indicates that RAPID programs have similar, if not better, device utilization.

ACKNOWLEDGMENTS

We acknowledge the partial support of the NSF (CCF-0954024, CCF-1629450, CCF-1116289, CCF-1116673, CCF-1619123, CDI-1124931, CNS-1619098); Air Force (FA8750-15-2-0075); Virginia Commonwealth Fellowship; Jefferson Scholars Foundation; Achievement Rewards for College Scientists (ARCS) Foundation; Xilinx; and C-FAR, one of six centers of STARnet, a Semiconductor Research Corporation program sponsored by MARCO and DARPA. We would like to thank Micron Technology and Xilinx for their support and expertise.

REFERENCES


Kevin Angstadt received a BS in computer science, mathematics, and German studies from St. Lawrence University in 2014 and a Masters degree in computer science from the University of Virginia in 2016. He is now a PhD student at the University of Michigan. His research focuses on improving programming support for emerging hardware technologies, including both the development of new programming models as well as automated techniques for adapting existing software.

Jack Wadden is a post-doctoral fellow at the University of Michigan. Jack received his BA from Williams College in 2011 and a PhD from the University of Virginia in 2018. He studies application specific accelerators, with a focus on spatial-reconfigurable computing, automata processing, and genomics, and is also interested in software/hardware co-design for architectural reliability.

Westley Weimer received a BA degree in computer science and mathematics from Cornell University and MS and PhD degrees from the University of California, Berkeley. He is currently a full professor at the University of Michigan. His main research interests include static and dynamic analyses to improve software quality and fix defects, as well as medical imaging and human studies of programming.

Kevin Skadron is the Harry Douglas Forsyth professor and chair of the Department of Computer Science at the University of Virginia, where he has been on the faculty since 1999. His research focuses on heterogeneous architecture, design and applications of novel hardware accelerators, and design for physical constraints such as power, temperature, and reliability. Skadron and his colleagues have developed a number of open-source tools to support this research, including the HotSpot thermal model, the Rodinia GPU benchmark suite, the ANMLZoo automata benchmark suite, the MNCaRT automata processing design framework, and the RAPID programming language. Skadron is a Fellow of the IEEE and the ACM, and recipient of the 2011 ACM SIGARCH Maurice Wilkes Award.