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Abstract

In this paper, we identify trends about, benefits from, and
barriers to performing user evaluations in software engineer-
ing research. From a corpus of over 3,000 papers spanning
ten years, we report on various subtypes of user evaluations
(e.g., coding tasks vs. questionnaires) and relate user evalu-
ations to paper topics (e.g., debugging vs. technology trans-
fer). We identify the external measures of impact, such as
best paper awards and citation counts, that are correlated
with the presence of user evaluations. We complement this
with a survey of over 100 researchers from over 40 different
universities and labs in which we identify a set of perceived
barriers to performing user evaluations.

Categories and Subject Descriptors H.1.2 [Information

Systems Applications]: Models and Principles—User/Machine

Systems; D.0 [Software]: General
General Terms Experimentation, Human Factors

Keywords Human study, User evaluation

1. Introduction

Modern software engineering is an inherently human-centric
activity. From requirements, architecture and design through
development, testing and maintenance, the inputs, processes
and outputs are primarily created, evaluated and performed
by humans. While there have been many advances in au-
tomating various aspects of software engineering (e.g., spec-
ification mining, test input generation, component composi-
tion, software synthesis), major stakeholders such as devel-
opers, managers and consumers remain primarily human. It
is thus perhaps surprising that of 1,718 papers surveyed from
ten years of selective software conferences, only about 10%
used humans to evaluate a research claim directly.

Still, user studies in software engineering are almost as
old as the field itself, predating even FORTRAN. For example,
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in his seminal 1953-54 work on SPEEDCODING, the first
higher-level language for an IBM Computer, John Backus
reported on user experiences: “many problems which might
require two weeks or more to program in 701 language can
be programmed in Speedcoding in a few hours.” [1, p.6].
Since then, such studies have not always been common.
Nonetheless, we find that the use of user evaluations in
research published at top venues has grown 500% since
the year 2000. In the case of OOPSLA, the user evaluation
rate has more than tripled since 2007. This paper explores
the recent history and current state of such evaluations and
identifies benefits from and barriers to performing them.

In this paper, we use user evaluation to mean the pro-
cess of evaluating or understanding a technique, tool, or idea
in terms of the needs, preferences, and abilities of humans.
We collectively refer to humans involved in any stage of the
software engineering process as users. From a research per-
spective, both a developer considering a new programming
language feature and a consumer navigating a carefully-
designed GUI are users of the technique in question.

This paper explores three main research questions:

e RQ1: What are trends in performing user evaluations
within software engineering papers?

® RQ2: Are there external, empirically measurable, notions
of quality and impact correlated with performing user
evaluations in software engineering papers?

® RQ3: What are the barriers software engineering re-
searchers perceive in considering performing a user
evaluation? How have they been mitigated by other re-
searchers?

We find, for example, that the number of papers with
user evaluations is increasing, both in absolute and relative
terms. With all papers considered, those with user evalua-
tions do not have higher citation counts overall. However,
when attention is restricted to highly-cited works, user eval-
uations are relevant: for example, among the top quartile of
papers by citation count, papers with user evaluations are
cited 40% more often than papers without. Highly-selective
conferences accept a larger proportion of papers with user
evaluations than do less-selective conferences. Promisingly
for resource-strapped investigators, large numbers of profes-
sional developers and real-world projects are not required to



perform highly-cited user evaluations. Each of these claims
is made in a statistically significant manner and is detailed
in the remainder of this paper.

Overall, this paper makes several related contributions:

e We present the results of a survey of 107 researchers,
highlighting the perceived difficulties and benefits of
performing user evaluations. In particular, we find that
91% of participants who have performed user evalua-
tions agreed that they gained insights from performing a
user evaluation which they may not otherwise have had.
We also highlight barriers to performing user evaluations
identified by researchers.

e We present a classification of recent user evaluations
based on 3,110 papers from ten years of selective confer-
ences. This includes longitudinal information about how
reported research has changed over time. We find that
user evaluations are increasing in frequency and that pa-
pers containing human studies are associated with impact
indicators (e.g., awards and greater citation counts).

® We develop a concise classification scheme for user eval-
vations used in software engineering research. We val-
idate this classification scheme with both the survey of
software engineering researchers and the classification of
papers containing a user evaluation.

We develop a formal model relating words in research
paper text to the presence of a user evaluation described
in the paper. Our model is 95% accurate, but perhaps
more importantly, is a concrete example of an approach
to reducing the cost of a user evaluation. Previous work in
such models involved large amounts of user annotation;
we train on a small amount of annotated data, and then
evaluate model accuracy.

The structure of this paper is as follows. In Section 2 we
present background and place our results in the context of
related work. We discuss our research methodologies in Sec-
tion 3. In Section 4 we present the results of a study of 3,110
recent research papers and our survey of human researchers,
including identification of trends in Section 4.1, benefits in
Section 4.2, and barriers in Section 4.3. We discuss the re-
sults and identify possible threats to the validity of our work
in Section 5 and conclude in Section 6.

2. Related Work

This is not the first paper to analyze user studies in soft-
ware engineering research. However, previous research has
focused primarily on classifying experiments, whereas we
focus on identifying benefits and barriers to performing user
evaluations. To this end, we broaden our analysis by sur-
veying researchers and examining previously-unused met-
rics such as best paper rate. Furthermore, we are not aware
of any previous papers which explore empirical relationships

between an evaluation strategy and proxies of impact (e.g.,
citation count).

Throughout this paper, we will use the terms “user eval-
uation”, “user study”, “human study”, and “human evalua-
tion” interchangeably to refer to user evaluations. User eval-
uation in this context must include recruitment of external
participants or else the use of specific predictive human mod-
els (e.g. cognitive models). Note that user evaluation does
not encompass studies of human-created artifacts (e.g. min-
ing software repositories). Some reports, often labeled “case
study” or “experience report”, consist of investigator reports
on personal experiences with self-made tools. When no ex-
ternal participants are involved, we do not consider the study
to be a user evaluation.

Sjseberg et al. identified 103 papers containing controlled
experiments from a collection of 5,453 articles published
in software engineering journals [24]. They discuss vari-
ous facets of these experiments, such as threats to validity,
whether they are replications, the subjects, and the tasks per-
formed. They found that very few research papers contained
controlled experiments, and many of those experiments may
not be representative and have unaddressed threats to valid-
ity. They also found that most published replications con-
ducted by original authors confirm the results of the initial
experiment whereas most replications conducted by a new
author differ with the results of the original paper, however,
there were only 20 replications in the sample of 103 papers.

Lung et al. [17] investigated the difficulty of replicating
human subjects studies in software engineering. They found
many key details were omitted from the study description.
They concluded that literal replication may not be the most
effective strategy for validating the results of previous stud-
ies.

Tichy et al. [27] identified computer science papers con-
taining empirical studies, and compared them to papers in
other disciplines. They found, for example, that there were
fewer such papers than expected within computer science.
Shaw [21] conducted a manual review of the abstracts of pa-
per submitted to ICSE in 2002. She concluded that field ex-
perience and realistic examples tend to be the most effective
ways of validating a result.

Glass et al. [8] categorized software engineering articles
based on topic, research approach, research method, refer-
ence discipline, and level of analysis. Host ez al. [10] created
a classification scheme of user evaluations based on the in-
centives of subjects. Their classification scheme is primarily
designed to support understanding and replication. We em-
ploy a very similar classification scheme in this paper and
apply it to many more studies.

Other researchers have analyzed experiments in software
engineering research in the context of taxonomy valida-
tion [4]; this taxonomy was later used again to classify ex-
periments in software engineering venues [28]. There are
also a number of papers which review experiments within



particular subfields of software engineering (e.g., [5, 6, 12,
13]). Previous researchers have also drawn attention to the
general lack of consideration of human factors in software
engineering and programming languages research [9].

3. Methodology

In this section we describe our classification scheme for
user evaluations, our large-scale empirical study of user
evaluation in software engineering research, and our survey
methodology.

3.1 Classification Scheme

We desired a simple, easily applicable, and semantically
useful classification scheme for the types of user evaluations
found in software engineering papers. We developed a novel
scheme based on a review of related literature (e.g., [24])
and refined it using data from a pilot survey. Table 1 shows
the classification scheme for user evaluations we adopted in
this paper.

Our scheme is based on the important split between task-
based studies (i.e., Comparative, Observation, Field) and
non task-based studies (i.e., Judgment, Descriptive). In gen-
eral, task-based studies are more time consuming to admin-
ister because of the additional burden of designing and ob-
serving the tasks. Not all task-based studies should be treated
equally: the importance of controlled experiments (cf. [24])
motives a division between Comparative and Observation
studies, and the separate explicit Field category was added
based on pilot responses. Non task-based studies primarily
involve asking participants questions about their own expe-
riences (Descriptive) or participants rating artifacts (Judg-
ment). This distinction is also found in previous work [18].
Finally, some research models human interaction without
human participants (Models).

When categorizing papers, we also employ a mostly-
orthogonal secondary classification scheme based on the ar-
tifacts used. The artifacts classification scheme (Table 2) is
simplified from the scheme of Host ef al. [10] and is de-
signed primarily to capture the motivations of the study par-
ticipants. In general, Real refers to an artifact that would
have existed even if the user study had not taken place, Artifi-
cial refers to an artifact and context created for the purposes
of the study, and Isolated refers to objects, such as code snip-
pets, taken out of context. Of special note are user evalu-
ations involving assignments undertaken by classroom stu-
dents; we classified such projects as Artificial. In Section 4.1
we discuss why we elected not to include education-focused
papers in our pool of software engineering papers for analy-
sis. Note that papers can contain multiple independent stud-
ies. In some cases, studies may contain elements from mul-
tiple categories. In these cases, we choose the category that
best describes the study in question.

We validated our classification scheme in two ways:

1. We successfully used it to hand-annotate 211 papers
identified by our empirical analysis (Section 3.2) as con-
taining a user evaluation.

2. We asked survey participants to identify all types of user
evaluations they had administered, and provided an op-
portunity for specifying additional categories. None of
the 64 participants who had experience performing a user
evaluation specified any additional categories.'

Comparison with other schemes Many other researchers
have proposed taxonomies of human studies and also of
other empirical software engineering research methods [15].
For example, Basili et al. [2] present an extremely detailed
classification scheme for empirical software engineering ex-
periments.

Zelkowitz et al. [4] developed a taxonomy of experimen-
tation schemes in software engineering, and validated their
taxonomy by classifying software engineering papers. They
identify 12 categories fitting into three broad groups: obser-
vational methods (cf. our Observation and Field), historical
methods (we do not consider these to be user evaluations),
and controlled methods (cf. our Models, Comparative and
Judgment). Descriptive studies are beyond the scope of their
paper.

When finalizing our classification scheme, we considered
the eight strategies in four quadrants of McGrath’s clas-
sic categorization of research strategies [18]. Quadrant 4
(theoretical strategies) maps to our Models category. The
two strategies within Quadrant 3 (respondent strategies)
correspond to Descriptive and Judgment. We also have an
explicit Field category corresponding to Quadrant 1 (field
strategies). The two categories from McGrath’s experimen-
tal strategies Quadrant 2 map to Descriptive and Observa-
tion experiments, although McGrath divides based on the
realism of the environment. This correspondence with es-
tablished research strategies provides additional confidence
that our scheme adequately covers the relevant possibilities.

3.2 Empirical Study

We begin by describing a manual process for characterizing
the user evaluations in a research papers. We then describe
how, by training on a relatively small number of human-
annotated papers, we can create a descriptive textual model
capable of automatically identifying, with high accuracy, all
papers in the corpus containing a user evaluation. This clas-
sifier allows us to quickly hand-annotate only those papers
which likely contain a user evaluation.

Using these tools we characterize the current state as well
as trends over the last ten years of user evaluations in several
ways. For example, we can count and measure the self-
reported subject matter of such papers to gain insight into

! Figure 13 shows the percentage of participants who had performed a user
evaluation for each of the categories.



Study Type Description

Example

Comparative
Observation

Participants perform the same task under different situations.
Participants are observed performing a specific task.
Field Observations of people in the field performing various activities.

debugging code with/out a tool
case study of new language feature
counting daily interruptions

Judgment Participants judge one or more artifacts; don’t actively solve a problem. heuristic evaluation
Descriptive  Participants respond to questions, drawing on their own experiences focus groups; experience surveys
(performing no development task).
Models Validation based on predictive models without human participants. prediction with cognitive models
Table 1. Classification scheme for user evaluation types.
Artifact Type Description Example

Real A pre-existing project is considered and the major objective of the

in situ studies

subjects is not only to participate in the experimental study.

Artificial ~ Subjects consider relationships to supporting material.
Isolated Objects of study are presented without additional context.
No Specific  No specific artifact is used.

designed programming tasks
participants consider code snippets
most surveys etc.

Table 2. Classification scheme for user evaluation artifacts. We adapt this scheme from Host er al. [10].

the sub-domains of software engineering where user studies
are most applicable.

Data Set We restrict attention to five of the most promi-
nent software engineering publication venues: The Inter-
national Conference on Automated Software Engineering
(ASE), The International Symposium on Foundations of
Software Engineering (ESEC/FSE), The International Con-
ference on Software Engineering (ICSE), The International
Symposium on Software Testing and Analysis (ISSTA), and
Object-Oriented Programming Systems, Languages and Ap-
plications (OOPSLA). In addition, and for the purpose of
comparison, we also consider The Conference on Human
Factors in Computing Systems (CHI) which represents a
community of researchers who may also be associated with
certain software engineering concerns (e.g., 18 of 107 survey
respondents had submitted to both CHI and ICSE) and who
care about user evaluations. For each conference we mined
papers published since the year 2000 (i.e., 2000-2010). Not
every conference was held every year in that window. Ta-
ble 3 gives a breakdown of the 3,110 total papers we ana-
lyzed, 1,718 of which were from software engineering (i.e.,
non-CHI) venues.

Annotation We first manually annotated a random set of
papers as training data for a classifier. For each of 100 pa-
pers, two researchers read enough of the paper to deter-
mine the presence or absence of a user evaluation (e.g., for
some papers the abstract, introduction and conclusion suf-
fice). The taxonomies introduced in Section 3.1 were em-
ployed to label each user evaluation located. The number
and type of participants (students, practitioners, or both) was
also recorded.

The researchers discussed the annotations for each pa-
per until a consensus was reached. This step ensures that
the classification scheme is well-defined and can be consis-
tently applied. After completing the initial set of 100 papers
together, one of the two researchers annotated an additional
82 papers to help ensure that the set was large enough for use
as training data for a document classifier (i.e., to mitigate the
threat of over-fitting).

Predictive Model We present a precise, empirically-derived,
text-based model of research papers with user evaluations.
The model determines whether a given research paper is
likely to contain a user study without human intervention.
We adopt this approach for two primary reasons:

First, an automatic system allows us to quickly and con-
sistently characterize a large number of papers. Automatic
classification is also highly adaptable in comparison to man-
ual alternatives. Second, in our experience reading papers
which describe user evaluations, we have often found that
the abstracts alone contain no clues to indicate that a user
evaluation is present. This is especially true in the case of
small studies. We therefore hypothesize that those previous
studies which have relied on the ability of an annotator to
classify papers solely from abstracts (e.g., [21, 24]) may be
subject to a systematic bias. A textual model allows us to
fully inspect the complete text of each paper.

Our model is based on a term frequency vector (i.e., “bag
of words”) approach, where a document is characterized by
a mapping from words to frequency counts. For example,
a document containing the word “participant” several times
may likely contain a user evaluation. To enhance the preci-
sion of this technique, we filtered out paper sections with
titles containing the terms “related work” and “references”
as these were found to introduce errors when, for example,



Publication Venue

Proceedings Mined Papers
(2000-2010)

International Conference on Automated Software Engineering (ASE) 7 280
Conference on Human Factors in Computing Systems (CHI) 11 1210
International Symposium on Foundations of Software Engineering (ESEC/FSE) 11 331
International Conference on Software Engineering (ICSE) 11 739
International Symposium on Software Testing and Analysis (ISSTA) 7 192
Object-Oriented Programming Systems, Languages and Applications (OOPSLA) 11 358
total 58 3110

Table 3. Corpus of papers and publication venues examined in this study.

Term Predictive Power
asked 0.3519

participants  0.2259

students  0.2149

experience 0.1627

graduate  0.1549

human 0.1397

interview  0.1326

we asked 0.1326

conducted 0.1290

programming experience 0.1160

Table 4. The ten most predictive textual terms for classifying
papers with user evaluations using the ReliefF method [20]. A
power of 1.0 indicates that the feature is a perfect predictor, 0.0
indicates it provides no information toward the classification goal.

authors discussed previous studies they they did not conduct.
To learn which words are predictive we use a feature se-
lection technique called ReliefF [20], which characterizes
the predictive power of features without assuming condi-
tional independence. Table 4 enumerates the ten most pre-
dictive terms. As potential features we consider both indi-
vidual terms as well as two term tuples (e.g., in addition
to “asked” we use phrases such as “we asked”). For our
model, we selected all terms that have an estimated predic-
tive power greater than 0.01 (approximately 30 terms). A
principle components analysis indicates that to explain 90%
of variance, 44 principle components are necessary.

To test our model and check for over-fitting, we used
leave-one-out cross validation on the 182 papers in our train-
ing corpus. We experimented with several classifiers, includ-
ing Logistic and Bayesian models, but found C4.5 decision
trees [19] to give the best performance: a correct classifi-
cation rate of 94.5% with an error rate of 5.5%. Table 5
presents additional statistics relevant to the performance of
the model.

We employed the trained model to label each of the re-
maining 1,718 software engineering papers in our database,
identifying 294 which are likely to contain a user evaluation.
The two researchers who annotated the original set of 182

Classifier Evaluation

Correctly Classified Instances 172 94.5055%
Incorrectly Classified Instances 10 5.4945%
Kappa statistic 0.8105

Mean absolute error 0.0559

Root mean squared error 0.2344

Class: No User Evaluation

Precision 0.9603

Recall 0.9732

F-measure 0.9667

Class: Yes User Evaluation

Precision 0.8814

Recall 0.9123

F-measure 0.8966

Table S. Evaluation of the decision tree classifier used to deter-
mine if a paper contains a user evaluation. The model has very high
accuracy (94.5%) and behaves similarly on yes-instances and no-
instances.

papers then annotated those 294 papers, applying the same
annotation rubric to reveal the type and size of each study. In
all, 211 user evaluations were positively identified (see Ta-
ble 6). In the following discussion, we leave out the Models
category since we did not identify any papers which contain
a model-based user evaluation. Nonetheless, almost 20% of
survey participants who had performed a user evaluation be-
fore said they had previously performed a model-based eval-
uation (Figure 13). Although model-based evaluations ap-
pear in human computer interaction papers (e.g. [26]), they
are less commonly reported in recent software engineering
research literature.

False positives are rejected manually and are thus not a
concern. False negatives, which we characterize by inspect-
ing our training data, can be described as minor. Such studies
have little descriptive text and so are difficult to detect sim-
ply by means of word counts. For an indicative example, in
a paper by Egyed published in ICSE 2006 [7] the following
sentence appears: “Yet, in interviews with the engineers we
were told that at no time they felt delays of any kind.” While



Paper Category # of Papers (n = 3110)
SE Papers 1718
Study Candidate SE Papers 1100
SE Papers w/ User Evaluation 211
SE Education Papers 50

Study/Artifact Category # of Studies (n = 211)

Comparative 48
Observation 51
Field 23
Judgment 25
Descriptive 64
Real 62
Artificial 74
Isolated 44
No Specfic 31

Table 6. A breakdown of major paper categories considered
throughout this study. “Study Candidate” papers are those which
involve a topic wherein at least 10% of paper contain a user evalu-
ation (see Section 4.1).

this qualifies as a user evaluation by our definition, insuf-
ficient descriptive text is present for our automated model
to correctly classify it. Thus, while our estimated false neg-
ative rate is approximately 9%, the lack of descriptive text
indicates that in very few of these cases is the user evalua-
tion tied to a major claim of the paper. We conclude that the
vast majority of user evaluations corresponding to a primary
paper claim are correctly identified by our approach.

3.3 Survey

To better understand the perceptions of software engineering
researchers related to user evaluation, we conducted a survey
of authors of papers at top-tier software engineering venues
in the past 10 years (see list of venues in Table 3).

Employing the classifier described in Section 3.2, we
identified researchers who had and had not performed a user
evaluation during the 10-year window. We used a stratified
random sampled of 450 candidate participants (200 who had
performed one and 250 who had not). Each researcher was
sent an email inviting them to participate in the anonymous
web-based survey. We also sent two follow-up emails to can-
didates who did not respond to the survey when it was ini-
tially sent out. As a repayment for participation, we entered
participants in a drawing for a $25 USD gift certificate. We
have awarded this certificate to one of the participants.

107 researchers completed the survey (24% response
rate). Those who our classifier determined had previously
conducted a user evaluation responded at a higher rate than
others (overall, 61.7% of participants had performed a user
evaluation). Figure 1 shows the number of user evaluations
performed by survey participants.
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N
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Number of user evaluations performed

Figure 1. Number of user evaluations performed by 107 survey
respondents.
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Figure 2. For each given SE-related venue (x-axis), the percent-
age of 107 survey participants who had submitted at least one paper
to that venue within the last ten years.

Of the participants, 54% were academic faculty and 24%
were students, while another 22% were non-academic (e.g.,
from research labs). Participants responded from more than
40 different institutions. 30% of participants reviewed more
than 10 submissions to major research conferences or jour-
nals last year. Figure 2 shows the breakdown of what per-
centage of participants submitted to different SE-related
conferences in the past 10 years.” Most participants (88%)
had submitted a paper to ICSE.

We asked participants to rate a variety of statements about
user evaluation such as “the benefits of user evaluation gen-
erally outweigh the costs” on a five-point Likert scale rang-
ing from Strongly Agree to Strongly Disagree. We then
asked participants to identify barriers to using user eval-
uation in their own research. We also asked participants
whether they had performed a user evaluation in the past:
participants who had were asked additional questions about
the last user evaluation they had performed.

When reporting results from this survey, we use a Chi-
Square test for independence to compare the Likert-scaled
perceptions of user evaluation against whether participants

2The International Symposium on Empirical Software Engineering and
Measurement (ESEM) And IEEE Symposium on Visual Languages and
Human-Centric Computing (VL/HCC) were mentioned by survey partic-
ipants in free-form response but are not studied in this paper.



had ever administered a user evaluation. This test is used
to identify statistical association between two categorical
variables. In situations where the number of participants in
one category was too small, we instead used the Fisher-Irwin
test to check for statistical significance [3], which can be
extended beyond 2 x 2 matrices. We deem a result with a
p-value below 0.05 to be statistically significant.

We piloted the survey with five graduate students and
three researchers to verify that the questions were clear;
pilot participants are not counted among the 107 and their
results are not included. This iteration helped us identify a
list of potential barriers to performing user evaluations, and
refine the classification scheme for different types of user
evaluations.

4. Results

In this section we analyze our annotated corpus of research
papers as well as responses to our survey. We begin by ex-
ploring trends in user evaluations by subject matter and over
time (Section 4.1). Finding that the use of such evaluations
is rapidly increasing, we quantify and qualify some of the
important benefits of user evaluations (Section 4.2). Finally,
we investigate the most common perceived barriers to such
research (Section 4.3).

4.1 Trends

We begin by exploring recent trends in user evaluations.
First, we investigate which research topics user evaluations
are commonly associated with. Then we break down trends
in such evaluations over time.

Topic Trends To measure the impact of user evaluations,
we must first characterize their domains — the research sub-
fields in which they are employed. This allows us to control
for those topics for which a user evaluation is an appropri-
ate strategy. For example, if papers on the topic of “formal
verification”, or on other topics which generally do not con-
tain user-studies, are highly cited (or not highly cited), this
could prevent us from detecting significant trends and eval-
uating the hypothesis (e.g., user evaluations are correlated
with higher citation counts).

To identify topics which pertain to user evaluation we use
the ACM Classification system: generic categories are typ-
ically added manually, by paper authors, when papers are
submitted for publication. Figure 3 shows the top 30 most
commonly used descriptors from this system. Each is la-
beled with the percentage of papers in our data set bearing
that description that contain a user evaluation. As expected,
papers pertaining to theory and verification contain fewer
user evaluations, while subjects such as programming en-
vironments contain many. Note that we do not wish to sug-
gest which topics should contain user evaluations, we only
present this characterization for the purpose of controlled
analysis. Nonetheless, there are many popular topics con-
taining few user studies which we believe would likely ben-

d.3 programming languages
d.3.2 language classifications
f. theory of computation
i.2 artificial intelligence
d.3.3 language constructs and features
i.2.2 automatic programming
d.2.4 software/program verification
f.3 logics and meanings of programs
i. computing methodologies
f.3.1 specifying and verifying and...
d.2.5 testing and debugging
d.2.1 requirements/specifications
d.1 programming techniques
d.2.13 reusable software
d.2.11 software architectures
d.2 software engineering
d. software
d.2.2 design tools and techniques
d.2.7 distribution
h.3 information storage and retrieval
d.2.3 coding tools and techniques
k.6.3 software management
d.2.8 metrics
k.6 management of computing and...
h. information systems
k. computing milieux
d.2.9 management
i.7 document and text processing |
h.5 information interfaces and...
d.2.6 programming environments

0% 10% 20% 30% 40% 50%

Percent of Papers Containing a User Evaluation

Figure 3. Percent of papers containing a user evaluation with
estimated false negative rate, in each of the top 30 most commonly
used ACM category descriptors.

efit from them. In particular, we were surprised at the low
percentage of papers under “d.2.5 testing and debugging”
that contained user evaluations.

We have identified 19 subject and sub-subject areas for
which at least 10% of the associated papers contain human
studies. We term these study candidate subjects and use
this set in subsequent experiments. In all, 1,100 papers, or
about 57% of the software engineering papers we studied,
are annotated with one of these descriptors and are thus a
member of the study candidate category.

Finally, we also identify those papers in the area of soft-
ware engineering education research. Because human stud-
ies in this area are very different from standard user evalua-
tions (e.g., research on enrolled students about the effective-
ness of a particular teaching technique) we conservatively
elect not to consider them in our pool of software engineer-
ing papers. We match the title, abstract, and subject descrip-
tors against the term “education” in order to identify such
papers. A total of 50 were located in our dataset.

Longitudinal Trends We employ the classification method-
ology described in Section 3.2 to explore trends in rates of
user evaluations over time. We characterize by rate because
the total number of publications in software engineering at
the conferences in our dataset has increased greatly over the
last decade (nearly doubling from 127 papers published in
2000 to 232 in 2010).
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Figure 5. User evaluation trends over time by conference. Note the steady increase in such studies at many software engineering

conferences including ASE, ISSTA, and OOPSLA.

We explore whether user evaluations are employed more
often today than ten years ago:

H1: The number of papers with user evaluations is in-
creasing, in both absolute and relative terms. Supported.

Figure 4 indicates a significant positive trend in the num-
ber of user evaluations in SE research. Where such studies
comprised as few as 3.5% of papers in 2000, about 18% of
papers published in 2010 contain a user evaluation (an in-
crease of over 500%). The number of study candidate papers
(i.e., papers in subject areas with more than average human
studies) have not increased significantly as a fraction of all
papers during that interval. While Descriptive, Comparative,
and Judgment type studies are preformed more frequently
today, we find that Observation and Field type studies have
not shown significant growth. In general, this would indicate
a trend toward controlled and empirical studies over stud-
ies which are primarily qualitative and often require direct
access to professional developers.

As indicated by Figure 5 this trend is particularly strong
in the case of ASE, ISSTA, and OOPSLA which each show
large increases in user evaluations in recent years. ICSE
show a lesser but significant positive trend and FSE exhibits

noisy but relatively constant level of user evaluations for the
study period.

4.2 Benefits

Having observed that use of user evaluations is on the rise,
we now explore the question of why this is the case. In par-
ticular, we seek to qualify and quantify some of the potential
benefits of user evaluations in software engineering research
by exploring correlations with common influence metrics.
We test whether the presence of such studies show a signif-
icant correlation with citation count (as reported by ACM
Digital Library), best paper awards, and selectivity of con-
ference. While none of these metrics are precise indications
of quality, they are used throughout the research community
as proxies when evaluating the impact of work and are thus
important even in isolation.

Benefit: Impact

H2: Papers with user evaluations have higher citation
counts. Rejected.

We first investigate citation rates between papers with
and without a user evaluation (as predicted by our auto-
mated model). Figure 6 shows that, since 2002, papers with
such studies have usually been cited slightly more frequently
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Figure 8. Study candidate papers (in categories where at least
10% of papers contain human studies) containing user evaluations
occur more commonly as ACM Distinguished Papers.

than papers without such studies. However, this difference is
small and not statistically significant.

H3: Among higher-impact papers, papers with user eval-
uations have higher citation counts. Supported.

In Figure 9 we tease apart user evaluations, both by type
of evaluation, and also by citation percentile (i.e., where the
paper ranks among other papers by citation count). We mea-
sure citations per year so as not to bias our study toward
older papers. We restrict attention to study candidate pa-
pers (without this restriction, the trend we observe here is
less significant). Also, we do not include papers written in
2010, since they have not been published long enough to be
cited significantly. Figure 9 shows that while papers that are
not cited often (i.e., the 25th percentile) show no significant
difference with respect to whether they contain a user eval-
uation, higher-impact papers (i.e., S0th and 75th percentile
papers) show an appreciable and significant difference. For
example, among high-impact papers (75th percentile), pa-
pers containing a user evaluation are cited 3.9 times per year,
while papers without (the “No UE” bullet) are cited an av-
erage of 2.8 times per year. This difference is statistically
significant with t-test p < 0.01. To put it another way, while
papers without a user evaluation were ranked as the third
most widely cited amongst 25th percentile papers, they are
ranked as least cited amongst 75th percentile paper.

We conclude then that the presence of a user evaluation,
in and of itself, is not sufficient to correlate with a paper’s
impact. However, widely cited papers are often viewed as
having significant impact, and among such papers the pres-
ence of a user study does correlate with citation count in a
significant manner. We also note that light-weight Judgment
and Descriptive studies, which are generally less expensive
to conduct than many other types of studies, consistently rate
high by this metric.

We now consider the relationship between of user evalu-
ations and award-winning research. We mined the history of
ACM Distinguished Paper awards, finding 75 papers in our
database associated with such an award. Of those, 11 con-
tain user evaluations. After controlling for study candidate
papers (see Section 4.1) we find that those papers containing
a user evaluation are about 30% more likely, on average, to
win a best paper award than other papers (Figure 8).

Benefit: Selectivity of Publication Venue

H4: Highly selective conferences tend to publish a larger
proportion of papers containing user evaluations. Sup-
ported.

Finally, we consider conference acceptance rate as third
proxy for impact. Figure 7 shows that mean acceptance rate
is negatively correlated with the rate of user evaluations, in-
dicating that the most selective conferences publish a higher
proportion of papers containing these studies.
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Benefit: Insights 91% of survey participants who had per-
formed a user evaluation agreed that they gained insights
from performing a user evaluation which they may not oth-
erwise have had. We found that participants who have per-
formed a user evaluation are more likely to agree that the
benefits of user evaluation generally outweigh the costs:
80% of participants who had performed a user evaluation
agreed, compared to 50% of those who have not. Most par-
ticipants, even those who had not conducted a user study,
agreed that a user evaluation increases the impact of a paper
(82%), and that an appropriately designed user evaluation
contributes strongly to the likelihood of publication in a ma-
jor conference (76%). However, participants who have per-
formed a user evaluation before were more likely to strongly
agree to these statements. The above differences are all sta-
tistically significant, with p < .003 in all cases.

4.3 Barriers

We have observed that user evaluations are correlated with a
variety of important influence metrics. Nonetheless, histor-
ically only about 10% of software engineering research pa-
pers contain such studies. To better understand this discon-
nect we now investigate the barriers to user evaluations. We
employ survey data to characterize perceived barriers and
then use data about actual papers to hypothesize ways that
researchers can mitigate some of these barriers.
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Figure 10. Barriers identified by participants who have or have
not performed a user evaluation.

Most survey participants (84%) agreed that “user evalua-
tion is difficult.” However, there was not a statistically signif-
icant difference between whether participants had performed
a user evaluation and their response to this question. Instead
of a general perception of difficulty, there are specific bar-
riers which prevent software engineering researchers from
engaging in user evaluations.

The first step in overcoming barriers is identifying them.
Through the survey we identified five major and four mi-
nor potential barriers for software engineering researchers in
performing user evaluations (Figure 10). About 20% of par-
ticipants cited that there was no barrier to them performing
a user evaluation; this percentage is similar between partic-
ipants who had or had not performed a user evaluation in
the past. In the following subsections, we will describe the
most prevalent barriers and discuss some mitigating factors.
We note that almost 25% of participants who had never per-
formed a user evaluation identified the fact that they did not
know how to perform such an evaluation as a barrier to us-
ing user evaluation in their research. This highlights the need
for more resources related to performing user evaluations in
software engineering research.

Perceived Barrier: Recruiting Our survey respondents in-
dicated that they perceive that user evaluations are difficult
to conduct for a variety of reasons, but especially because of
concerns related to recruiting. Almost 60% of participants
cited recruiting as a barrier to employing user evaluation in
their own research. Unfortunately, we noticed that very few
of the user evaluation papers we read and annotated discuss
how the authors handled participant recruitment.

Perceived Barrier: Experimental Design and Time The
second two most prevalent barriers were feeling that per-
forming a user evaluation takes too long (44% of partici-
pants), and not being sure how phrase the research question



(31%) in order to design a user evaluation. It is very difficult
to measure how long studies took to administer from read-
ing the high-level study description in a research paper; this
information is typically not included. However, we believe
that our classification scheme does provide some indication
of time commitment in that task-based evaluations (Obser-
vation, Comparative, Field) are often more time consuming
than non task-based evaluations (Descriptive and Judgment).

Perceived Barrier: Institutional Review Board (IRB) An
institutional review board (or independent ethics committee
or ethical review board) is a committee that reviews and
oversees studies involving human subjects to ensure they
are ethical and regulatory. In the United States, they are re-
lated to the National Research Act of 1974. Only one par-
ticipant who had not performed a user evaluation identified
the institutional review board (IRB) as a barrier, compared
with 18 participants who had previous user evaluation ex-
perience. We believe that many researchers without experi-
ence using human subjects do not know about the role of the
IRB in such research. Unfortunately, software engineering
researchers rarely mention the IRB when describing studies,
or discuss any challenges in getting IRB approval. We lo-
cated 14 papers in the corpus that mentioned the IRB, but 12
out of those 14 were published at CHI.

Other Perceived Barriers Our survey also included a free-
form text field for describing barriers. Three major addi-
tional types of barriers were mentioned frequently:

1. Reviewer expectations

“Reviewers who do not do this type of research, yet have
unrealistic expectations on those who do (as evidenced
by their review comments).”

— Survey Participant

2. Dealing with biases

“User evaluations are difficult, and can be subject to
bias and/or small numbers. As such, they are not always
appreciated ...”

— Survey Participant

3. Interpreting the results

“It seems difficult to do in a meaningful way.”
— Survey Participant

Mitigating Barriers The two largest barriers identified
were recruitment and the time commitment. To address these
barriers, we investigate the type of user evaluations that par-
ticipants employed in software engineering research papers
and identify studies employing lightweight methodologies.
In this section we investigate the populations typically re-
cruited for user evaluations and characterize them by stu-
dents vs practitioners and by number of participants. We
conjecture that, in general, smaller studies are easier to re-
cruit for, as are studies of students who are typically ac-
cessible for academic researchers. We also conjecture that
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Figure 11. A histogram which breaks down the studies found
in our database by number and type of participant. We find, for
example that many studies are conducted utilizing fewer than 15

participants.
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Figure 12. A histogram which relates average number of cita-
tions to the number of participants in a study. Except for very large
studies (over 45 participants), there is a significant downward trend
(Pearson’s r p-valve < 0.05) in citation count. This suggests that
small studies are often sufficient to achieve impact goals.

smaller studies take less time to administer. Of course, many
other factors can substantially influence the time commit-
ment required for a user evaluation. To explore this notion
more deeply, we also investigate the roll of study types and
artifact types. In particular, we conjecture that some types of
studies (e.g., controlled studies involving real artifacts) can
be more time consuming to conduct than some other types
(e.g., judgment studies with artificial or even isolated arti-
facts).

HS5: Large numbers of professional developers are needed
for an effective user evaluation. Rejected.

In Figure 11 we aggregate data on user evaluations. We
find that studies are conducted with a variety of ranges and
with students and practitioners at about equal frequency. Al-
though students may not always be appropriate subjects [22],
they may be suitable subjects for many areas [25]. Notably,
a majority of studies involved fewer than 20 participants and
studies with less than ten are not uncommon. This finding is
validated by our survey data in which the median number of
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subjects reported for the last user evaluation performed was
about 20.

“Even a modest user evaluation (e.g. watch three friends
use your software) is tremendously insightful. Just do it!”

— Survey Participant

Since studies with few participants are common, the ques-
tion then becomes whether these small studies are as impact-
ful as larger ones. Figure 12 shows that, excluding the largest
studies (those with more than 45 participants) average cita-
tion count actually exhibits a negative correlation with par-
ticipant count; small controlled studies may be as valuable
as larger studies (at least from a citation correlation stand-
point).

H6: Heavyweight techniques are needed for an effective
user evaluation. Rejected.

Study type can play a significant roll in the difficulty of
experimental design and time commitment. For example, if
one wishes to evaluate the utility of an engineering tool one
might choose between several kinds of studies. Heavyweight
options include:

e Comparative — Participants use the tool to preform some
representative task in a realistic setting. Their perfor-
mance is compared to a control group who are not given
the tool.

® Observation — Participants use the tool to preform some
representative task in a realistic setting. Their perfor-
mance is observed.

e Field — Real developers adopt the tool into their work-
flow.
Lightweight options include, for example:
® Judgment — Participants are shown sample output of the
tool and asked whenever they think it would be useful.

® Descriptive — Participants are asked whether a tool
matching the description of the tool in question would
likely be useful to them.

interviews and questionnaires
controlled experiments
web surveys
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think aloud sessions

work diaries

Study Methodology

focus groups

other
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Figure 14. Methodologies employed in the last user evaluation.
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Figure 15. Shows the percentage of study types associated with
each of four artifact types. For example, most judgment-based
studies utilized isolated artifacts, some utilized real ones, but none
utilized either artificial or no specific artifact.

Figure 13 shows the percentage of survey participants
who had performed a user evaluation for each of these cat-
egories. We also asked participants to list the methodolo-
gies employed in their last user evaluation; the results are
shown in Figure 14. The results support the hypothesis that
heavyweight studies are not always required: for example,
interviews, questionnaires, and web surveys are commonly
employed. From this data we surmise that there exists many
popular means of conducting user studies which do not nec-
essarily require a large time commitment.

H7: Heavyweight user evaluations have higher citation
counts on average. Rejected.

We find that the more lightweight study categories (Judg-
ment and Descriptive) are actually often correlated with
higher average citation counts (Figure 9). We also explore
artifacts associated with studies. Figure 15 shows the per-
centage of each type of study conducted with real, artificial,
isolated, and no specific artifact. Complete descriptions of
artifact types can be found in Section 3.1. We find that user
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evaluations are not limited to real projects. On the contrary,
researchers often use artificial or isolated artifacts when con-
ducting studies.

As compared with real artifacts, these can often allow
researchers to more easily translate research questions into
successful experiments. For example, rather than a study in
which participants must become familiar with a real (and
often complex) system to preform some task of interest,
one might instead elect to conduct an experiment where
the task artifact is artificially simplified. While designing an
artificial project may take time upfront, it can have several
important advantages. For example, it may reduce training
time, simplify recruiting, and, perhaps more importantly, it
can allow the researcher greater control over confounding
factors. Moreover, Figure 16 indicates that these artifacts
actually are correlated with greater numbers of citations,
indicating that impact may not need to be sacrificed for this
type of experimental control.

Finally, for more information on performing user evalu-
ations, the reader is referred to a variety of books [16], ar-
ticles [14, 15, 18, 23], and cards [11] to help in deciding
between different evaluation methodologies.

5. Threats to Validity

Internal validity. In this study we identified and explored
a number of correlations between user evaluations and ex-
ternal metrics of quality and impact. It is important to note,
however, that we do not know the extent to which such corre-
lations indicate causal relationships. Indeed, there are many
factors which contribute to, say, the citation count of a pa-
per. We cannot say that simply including a user evaluation is
sufficient to yield a greater citation count. Nonetheless, qual-
itative feedback from our survey would tend to support such
a claim.

External Validity. We have endeavored to mitigate threats
to external validity by studying a large sample of papers
from selective and respected publication venues. We miti-
gate potential bias in our annotation methodology by bor-
rowing from previous rubrics where possible and by using
two annotators to develop a consistent classification scheme.

Intentional Validity. In this paper we used a number of
proxy metrics for paper impact and quality, including selec-
tivity of publication venue, citation count, and awards. It is
important to note that none of these metrics measure paper
impact or quality directly. Groundbreaking research, for ex-
ample, may not be cited often simply because few active re-
searchers are working on related topics. The metrics were
selected primarily because they are objective and are known
to carry considerable weight, for better or for worse, in the
research community. In other words, these metrics are valu-
able independent of whether they are truly reliable estimates
of quality research (an important question that is beyond the
scope of this paper).

6. Conclusion

User evaluations remain a critical pillar of software engi-
neering research, but their associated benefits and barriers
are imperfectly understood. Using a corpus of over 3,000 pa-
pers spanning ten years, we studied subtypes of user evalua-
tions (e.g., coding tasks vs. questionnaires), and related user
evaluations to paper topics (e.g., debugging vs. technology
transfer). We identified the 19 “study candidate” subject ar-
eas most likely to contain user evaluations and found that the
number of papers with user evaluations is increasing, both in
absolute and relative terms. We also performed a survey of
over 100 researchers from over 40 different universities and
labs, identifying perceived barriers to performing user eval-
uations.

With all papers considered, those with user evaluations
do not have higher citation counts overall. However, when
attention is restricted to highly-cited works, user evaluations
matter: for example, among the top quartile of papers by
citation count, papers with user evaluations are cited 40%
more often than papers without. Highly-selective confer-
ences accept a larger proportion of papers with user evalua-
tions than do less-selective conferences. We identified nine
concrete barriers researchers identify to performing user
evaluations, with recruitment as the most common barrier.
Promisingly for resource-strapped investigators, large num-
bers of professional developers and real-world projects are
not required to perform highly-cited user evaluations.
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