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Two exploratory experiments were conducted at System
Development Corporation to compare debugging perform-
once of programmers warking under conditions of online and
offline access to o computer. These are the first known studies
that measure programmers’ performance under controlled
conditions for standard tasks.

Statistically significant results of both experiments indicated
faster debugging under online conditions, but perhaps the
most important practical finding involves the striking individual
differences in Methodological
probiems encountered in designing and conducting these
experiments are described; limitations of the findings are
pointed out; hypotheses are presented to account for results;
and suggestions are made for further research.

programmer performance.

KEY WORDS AND PHRASES: online vs. offline perfarmance, programmer/
computer communication, programming experimental-empirical studies,
programming cost effecliveness, programming performance, debugging
effectivenass, time sharing vs. batch processing, factor analysis application,
programmer trainee performance, bosic programming knowledge tfest,
experiencad progrommer study, analysis of variance, programmet indi-
viduat differences

CR CATEGORIES: 2.40

Introduction

Computer programming is & multibillion dollar indus-
try. Major resources are being expended on the develop-
ment of new programming languages, new software tech-
niques, and improved means for man-computer com-
rounications, As computer power grows and computer
hardware costs go down heeause of the advancing com-
puter techunology, the human costs of computer program-
ming continue to rise and one day will probably greatly
gxceed hardware costs.

This researsh was sponsored by the Advanced Research Projects
Ageney Tuformation Processing Techniques Office and was moni-
tored by the Eleetronic Systems Division, Air Foree Systems Com-
mand, snder contract F 1962867C0004, Information Processing
Techniques, with the System Developroent Corporstion.
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'B. RANDELL, Editor
Amid all these portents of the dominating role that com-
puter programming will play in the emerging computer
seene, one would expect that compuler programming
would be the object of intensive applied scientific study.
This is not the case. There 1s, in fact, an applied scientific
lag in the study of computer programmers and computer
programming—3a widening and eritieal lag that threatens
the industry and the profession with the great waste that
inevitably aceompanies the absence of systematic and es-
tablished methods and findings and their substitution by
anecdotal opinion, vested interests, and provincialism.

The problem of the applied seientific lag in computer
programming is strikingly highlighted in the field of online
versus offline programming. The gpectacular increase in
the number of time-shared computing systems over the
last few years has raised a critical issue for many, if not
most, managers of computing facilities. Should they or
should they not convert from a hatch-processing operation,
or from some other form of noninteractive information
processing, to time-shared operations? Spirited contro-
versy has been generated at professional meetings, in the
literature, and at grass roots, but virtually no experimen-
tal eomparisons have been made to test and evaluate these
competing alternatives objeetively under controlled con-
ditions. Except for related studies by Gold 1967 [4], and by
Schatzoff, Tsao, and Wiig 1967 [11], the two experimental
studies reported in this paper are, to our knowledge, the
first on this central issue to have appeared. They illustrate
the problems and pitfalls in doing applied experimental
work in computer programming. They spell out some of the
key dimensions of the scientific lag in computer program-
ming, and they provide some useful guidelines for future
work.

Time-sharing systems, because of requirements for ex-
panded hardware and more extensive software, are gener-
ally more expensive than closed-shop systems using the
same central computer. Time-sharing advocates think
that such systems more than pay for themselves in con-
venience to the user, in more rapid program development,
and in manpower savings. It appears that most program-
mers who have worked with both time-sharing and elosed-
shop systems are enthusiastic about the online way of life.

Time sharing, however, has its eritics. Their arguments
are often directed at the efficiency of time sharing; that
is, at how much of the computational power of the ma-
chine is actually used for productive data processing as
oppased to how much is devoted to relatively nonprodue-
tive funetions (program swapping, idle time, ete.). These
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shop methods, or with economical small compuiors, Hluee
onfing systems are premumnbly more expensive than off
hine systems, there i litle justiBession {ov thelr use
exeent In those situntions where online necess v manda-
tory for svstem operations {for examyple, 1o realtime come
mand and control svsiems) Tune-sharng advocates re-
spond to these eharpes by saving that, even if time shanng
s more costly with regand (o hardware and operating offi-
ciency. the savings In prograanaer man-hours and in the
time required to produce wm%&mg programs more than
offset such imeressed eosta, The erities, however, do not
concede this point either. Jlany believe that programmers
grow lazy and adopt (\szmiem and ineffivient work habits
under time sharmg. In {ael, they claim that instead of
wmproving, programmer performmnce s likelv to deterio-
rate.

Tha two exploratory studies summarized here wre found
i Grant and Saekman 1966 130 and in Erikson 1966
{31 The ariginal studies should be cwxxnhﬂi for technieal
derails that are bevond the seope of this paper, They
were performed by the System Development Corporation
for the Advaneed Heseareh Projects Ageney of the De-
partment of Defense. The first study i3 concerned with
ouline versus offline debugging performance for a group of
twelve Mpe?nemm programmers {average of soven vears’
experience). The second ipvestigation involved nine
programmer trainees in a comparison of interaciive ver-
sus norinteragtive program debugaing. The highlights of
each study are diseussed v tum, and the composite re
siilts are interproted in the concluding section. For casier
reforence, the first experiment is desertbed 23 the “Ex-
perienced Programroer” study, snd the sesond ss the
“Prograramer Traines” stuily,

The twe experiments wers conducted using the SDC
Time-Sharing Svsiem (TS5} under the normal caline
condition and simulsted offfine or nominteractive condi-

tions, IS8 i 8 geoeral puwpose svatem (see Schwarlz,
Coffinan, and Weissman 1964 [14], and Schwartz and

Weisstnan 1987 (181 similsr in many respects to the
jeet MAC system {sse Scherr 10986 [121) ab the AMasen-
chusetts Institute of Technology. SBchwartz 1965 [13] has
characterized this elass of tme-gharing system a8 providing
four wnbortant properties o the user: “lostantanesus”
reaponse, ndependent operstion for each ser, essentially
simultaneous operation for several users, and geveral por-
poee capability,

TRE utilizes an 1BM AN/FBO-3Z eomputer, The ol
fowing ¥ o general deseription of s operaiion. User pro-
grams sre stored on magnetic tape or in disk e mwmory.
When a user wishes 1o operate Ma program, he goem 1o
one of soveral teletype @*f,mf;i@fg, these conwoles are divect
inpat/output devices {o the (32 He mstruets the com-
puter, through the teletype, to lond and activate his pro-
gram. The systern then losds the program sither from the
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1. Esperienced Programmer Study

1.1 BExeermaeytan Dusen

The design used in this experiment i ustrated in
Figure 1.

Online Dflisr !
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Totals 1123 127

A S S

Fra. 1.
grammer study

The 2 % 2 Latin-scquare design with repeated measures
for this experiment should be interpreted as follows. Two
experimental groups were emploved with six subjects
each; the two experimental treatments sere online and
oifline program debupgging; and the Algebra and Maze
problems were the two types of programs thal were coded
anid debugged. Repented measures were emploved in that
each subject, serving s bis own control, soived ong prob.
lern task under online conditions and the other under
offiine conditions. Note in Figure 1 that each of the two
prograse problesms appears once, and only unee, in each
ro and eohumn o meet the requirements of the 2 X 2
Latin-square. Bubjeets were assigned Lo the bwo groups at
random, and problem order and onling/offline order were
sounterbalanced.

The statistical treatment for this design involves an
analvsis of varisnee to test for the signibicance of meun
differences between the onbne and offline condivions
and between the Algebrs and Maze problens, There we
two analyses of varlance, corresponding to the two e
terion messures—onie 07 prograsuner mat-hours spend
in debugging snd the other for central processor tire, A
foading advantage of the Latinagoare design for this
experiment s that esch analysis of varianes incorporates a
total of 24 messurements, This configuration permiss
maximum pooled mumple size and high .@ai<1m“‘ar‘zi§ uffi-
wy i the soalysiz of the resulls —especially desirablo
festurey n view of the amall subjest mmp!@:» th:}w WETE
wapd.

Experimental desiga for the experiensed pro-
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1.2 Murwon

A number of problems were encoundered in the design
and sonduet of thiz cxperiment. Many are illnsgtrative of
problemy i experimenting  with operational computer
svstems, and many stemmed from lack of experimental
precedent in this area. Key problems are deseribed below.

120 Online and Offline Conditions. Defining the
onhine condition posed no problems, Programmers de-
bugging ondine were sireply nstructed to use TSS in the
normal fashion. All the standard features of the system
were available to them for debugging. Defining the off-
line condition proved more difficult. Tt was desired to
provide a controlled and uniform turnaround time for the
offline eondition, Tt was further desired that this turn-
around tune ke short enough so that subjects could be
released to their regular jobs and the experiment com-
pleted in a reasonable amount of time; on the other hand,
the turnaround time had to be long enough to consiitule &
significant delay. The compromise reached was two
hours—considerably shorter than most offline systems
and vet long enough so that most of the programmer-
subjects complained about the delay.

Tt was decided to simulate an offline system using T'SS
and the Q-32 by requiring the programmer to submit a
work request to a member of the experimental staff to
have his program operated. The work request contained
specific instructions from the programmer on the proce-
dures to be followed in running the program-—essentially
the same approach used in closed-shop computer facilities.
Strictly speaking, then, this experiment was a comparison
between online and simulafed offiime operations.

Each programmer was required to code his own program
using his own logic and to rely on the specificity of the
problem requirements for eomparable programs. Program
coding procedures were independent of debugging condi-
tions; i.e., regardless of the condition imposed for check-
out—online or offline—all programimers coded offline.
Programmers primarily wrote their programs in JTs
{JoviarL Time-Sharing—a procedure-oriented language
for time sharing).

1.2.2  Fzperimenial Problems. Two program problem
statements were designed for the experiment. One prob-
lem required the subjects to write & program to interpret
teletype-inserted, algebraic equations. Each equation in-
volved o single dependent variable. The program was
required to compute the value of the dependent variable,
given teletype-inserted values for the independent vari-
ables, and to check for specific kinds of errors in teletype
input. All programmers were referred to a published source
{(Samelson and Bauer 1960 [10]) for a suggested workable
logic to solve the problem. Programs written to solve this
problem were referred to as Algebra programs.

The other problem ealled for writing a program to find
the one and only path through a 20 X 20 cell maze. The
programs were required to print out the designators of the
eells constituting the path, Each cell was represented as
an entry in a 400-item table, and each entry eontained
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wformation on the directions in which movement was
possible from the cell. These programs were referred to as
Maze programs.

1.2.3 Performance Measures. Debugging time was
considered to begin when the programmer had coded and
compiled a program with no serious format ervors de-
tected by the compiler. Debugging was considered finished
when the subject’s program was able to process, without
errors, a standard set of test inputs. Two basic eriterion
measures were collected {or comparing online and offline
debugging—programumer man-hours and central processor
(CPU) time.

Man-hours for debugging were actual hours spent on
the preblem by the programmer (including turnaround
time). Hours were carefully recorded by elose personal
observation of each programmer by the experimental
staff in conjunction with a daily time log kept by the sub-
jects. Diserepancies between observed time and reported
{ime were resolved by tactful interviewing. 188 keeps
its own aceounting records on user activity; these records
provided accurate measures of the central proecssor time
used by each subject. The recorded CPU time included
program exceute time, some system overhead time, and
times for dumping the contents of program or system regis-
ters.

A variety of additional measures was obtained in the
course of the experiment to provide control data, and to
obtain additional iodices of programmer performance.
Control measures included: TSS experience, general pro-
gramming experience (excluding TSS experience), type of
programming language used (JTS or machine language),
and the number of computer runs submitted by each
subject in the offline condition. Additional programmer
performance measures included: man-hours spent on each
program until a successful pass was made through the
compiler (called coding time), program size in machine
instructions, program running time for a successful pass
through the test data, and scores on the Basic Program-
ming Knowledge Test (BPKT)—a paper-and-pencil
test developed by Berger, et al,, 1966 [1] at the Univer-
sity of Southern California.

1.3 Resurts

1.3.1 Criterion Performance. Table I shows the means
and standard deviations for the two criterion variables,
debug man-hours and CPU time. These raw score values
show a consistent and substantial superiority for online
debug man-hours, from 50 percent to 300 percent faster
than the offline condition. CPU time shows a reverse
trend ; the offline condition consistently required about 30
percent less CPU time than the online mode. The stand-
ard deviations are comparatively large in all cases, re-
flecting extensive individual differences. Are these results
atatistically significant with sueh small samples?

Table 1T shows three types of analysis of variance ap-
plied to the Latin-square experimental design. The first
is a straightforward analysis of raw scores. The second s
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A welldelined “program ceonomy’ factor marked
by shorber and fastor running programs, assoeiated to
some extent with grester programming experience and
with the uze of mnchine language ravher than higher order
Lrigunge,

This coneludes the deseription of the method and re-
salts of the first study. The second study on programmer
tratnees follows,

2. Programmer Traines Study

2.1 Bxeepniventan Desion

A 22 Latin-square design was also wed in thiz ex-
periment. With this design, as shown in igure 2, the Sort
Rowiine problem was solved by Group T {consisting of
four subjects) in the noninteractive mode and by Group
I {eonsisting of the other five subjeets) in the interactive
mode, Similarly, the second problem, a Cube Puzzle, was
worked by Group I in the interactive mode and by Group
I in the nonivieracsive mode.

!

| Frteractive Nouinterastive

Sort Routine
Cube Puzzle

IGROUP 1 () Cube Puzzle
HIROUP T (5 Sort Routiue

Toinl 9 Bubjects

Fia. 2. Lxperimental design for the programmer trainee
study

Analysis of variance was used to test the significance
of the differences between the mean values of the two
test conditions (interasctive and noninteractive) and the
two problems. The first ({est eonditions] was the central
experimeental inguiry, and the other was of interest from
the point of view of control.

2.2 Megruop

Nine programmer teainees were randomly divided into
two groups of four and five each, One group coded and
debugged the first problem interactively while the other
group did the spme problem in a noninteractive mode. The
bwo groups switched computer system type for the second
problem. Al subjects used Trvr (Kennedy 1965 [6]) for
both problems. {(Tivr is a dialect of Joviarn that is used
interpretively with TS88.)

2,21 Interactive and Noninderactive Conditions, “In-
teractive,” for this experiment, meant the use of T88
and the Tiny language with all of its associated aids, No
restrictions in the use of this language were placed upon
the subjects.

The novinteractive condition was the same as the in-
terachive except that the subjects were required to guit
after every sttempted execution. The subjects ran their
own programs under close supervision fo assure that they
were 1ot inadvertently running their jobs in an interasctive
manner. If o member of the noninteractive group imme-
dintely saw his error and if there were no other members
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of the nonintersctive group waiting for a teletype, then,
after he quit, be was allowed to log in again without any
waiting period. Walting time for an available console in
the noninteractive mode fluetuated greatly but typically
involved minutes rather than hours.

2.2.2  Beperimentol Problems. The two experimental
bushks were relatively simple problems that were normally
given to students by the training staff, The first involved
writing a numerical sort routine, and the second required
finding the arrangement of four specially marked cubes
bliat ot a given condition. The second problem was mare
difficult than the first, but neither required more than five
days of elapsed fime for a solution by any subject. The
subjects worked at cach problem until they were able to
produce a correct solution with & run of their program.

2.23  FPerformance M easures. CPU time, antomatically
recorded for each frainee, and programmer man-hours
spent debugging the problem, recorded by individual
work logs, were the two major measures of performance.
Debugging was assumed to begin when a subject logged in
for the first time, that i3, after he had finished coding his
program at hiz desk and was ready for initial runs to check
and test his program.

2.3 Resuvrs

231 Criterion Performance. A summary of the results
of this experiment is shown in Table IV, Analvsis of vari-
ance showed the difference between the raw score mean
values of debug hours for the interactive and the nonin-
teractive conditions to be significant at the .13 level. The
difference between the two experimental conditions for
mean values of CPU seconds was significant at the .08
level. In both cases, better performance (faster solutions)
was obtained under the interactive mode. In the previous
experiment, the use of square root transformed seores
and the use of coding hours as a covariate aliowed better
statistical conirol over the differences between individual
subjects. No such result was found in this experiment,

If each of the subjeets could be directly compared to
himself as he worked with each of the systems, the prob-
lem of matehing subjects or subjeet groups and the need
for extensive statistical analysis could be eliminated.
Unfortunately, it is not meaningful to have the same sub-
ject code and debug the same problem twice; and it is
extremely difficult to develop different problems that are
at the same level of difficully. One possible solution to
this problem would be to use some measure of problem
difficulty. as a normalizing factor. It should be recognized
that the use of any normalizing factor can introduce prob-
lems in analysis and interpretation. It was decided to use
one of the more popular of such measures, namely, the
number of instruetions in the program, CPU time per
instruction and debug man-hours per imstruction were
compared on the two problems for each subject for the
intoractive and noninteractive conditions. The resulls
showed that the interactive subjects had significantly
lower values on both compute seconds per instruction
{01 level) and debug hours per instruction (06 level).
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was the natwal operationa! mode, whereas offline condi-
tiong had to be sioddaled, 6 might be argued that in
aualogous experiments, couducted with a baleh-processing
faciity, with real offtine conditions and simulnted online
eonclitions, the resulls might be reversed. One wav to
newtralize this methodologicsl biag is to conduct an experi-
ment in o hybrid facility that uses holh time-sharing and
batch-processing  procedures on the sare computer so
that peither has to be simulated. Another approach is o
compare facilities matched on type of compuber, program-
ning languages, compilers, and other tools for eoding and
debugging, but different in online and offline operations.
It might also be argued that the use of new and different
programping languages, methods, and tools might lead
t0 entirely different results.

The generalization of these results to other programmers
essentially boils down to the representativeness of the ex-
perimental samples with regard to an objective and well-
defined eriterion population. A universally aceepted classi-
fication scheme for programmers does not exist, nor are
there accepted nortas with regard to biographieal, educa-
tional and job experience data.

In ecrtain respects, the differences hetween online and
offline periormance hinge on the length and variability
of turnaround time. The critical experimental question is
not whether one mode is superior to the ather mode,
since, all other things equal, offline facilities with long
surnaround times consume more elapsed programming
time than either online facilities or offline facilities with
short turnaround times. The critical comparison is with
online versus offline operations that have short response
times. The data from the experienced programmer study
suggest the possibility that, as offine turnaround time
approaches zero, the performance differential between the
fwo modes with regard to debug man-hours tends to dis-
appear. The programmer trainee study, however, tends to
refute this hypothesis since the mean performance ad-
vantage of the interactive mode was cousiderably larger
than waiting time for computer availability. Other experi-
mental studies need to be conducted to determine whether
online systems offer a man-hour performance advantage
sbove and beyond the elimination of turnaround time in
converting from offline to online operations.

The last of the four considerations crucial to any general-
ization of the experimental findings—type of program-
ming problem—presents a baffling obstacle. How does
an investigator select & “typical” programming problem
or set of problems? No suitable classification of computing
systems exists, let alone a classification of types of pro-
grams. Seientific versus business, online versus offiine,
auntornated versus semiautomated, realtime versus non-
realtime—-these and many other tags for computer systems
and computer programs are much too gross to provide
systemutic classification. In the absence of a systematic
elagsifieation of computer programs with respect to under-
Iying skills, programming techuiques and applieations,
all that enn be done i to extend the selection of experi-
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mental problems to cover a broader speetrum ot program-
ming activity.

In the preceding diseussiom we have been primanly
concerned with consistent findings on debug man-hours
for hoth experiments. The opposite findings in both studies
with regard o CPLU time require some comment. The
results of the programmer trainee study seem to indicate
that online programming permits the programmer o
solve his problem in a direct, winlerrupted manner, which
results wot only in less human time but also less CPU
time. The programmer does not have to “warm up”
and remember his problem in all its details if he has access
to the computer whenever he needs it. In contrast, the
apparent reduction of CP'U time in the experienced pro-
grammer study under the offline condition suggests an
oppusing hypothesis; that is, perhaps there is a deliberate
tradeoff, on the part of the programmer, to use more
machine time in an exploratory trial-aud-error manner
in order to reduce his own time and effort in solving his
problem. The results of these two studics are ambiguous
with respect to these opposing hypotheses. One or both of
them may be true to different degrees under different con-
ditions. Then again, perhaps these explanations are too
erude to account for complex problem-solving in pro-
gramming tasks, Mare definitive rescarch is needed.

3.2 InpivibuaL DIFFERENCES

These studies revealed large individual differences be-
tween high and low performers, often by an order of mag-
nitude. It is apparent from the spread of the data that
very substantial savings can be effected by successtfully
detecting low performers. Technigues measuring individual
programming skills should be vigorously pursued, tested
and evaluated, and developed on a broad front for the
growing variety of programming jobs.

These two studies suggest that such paper-and-pencil
tests may work best in predieting the performance of pro-
grammer trainees and relatively inexpericnced program-
mers. The observed pattern was one of substantive cor-
relations of BPKT test scores with programmer traince
class grades but of no deteetable correlation with experi-
enced programmer performance. These tentative findings
on our small samples are consistent with internal valida-
tion data for the BPKT. The test discriminates best be-
tween low experience levels and fails to diseriminate signifi-
cantly ameng highest experience levels. This situation
suggests that general programming skill may dominate
early training and initial on-the-job experience, but that
such skill is progressively transformed and displaced by
more specialized skills with inereasing experience.

If programmers show such large performance differences,
even larger and more striking differences may he expected
in general user performance levels with the advent of in-
formation utilities (such as large networks of time-shared
computing facilities with a broad range of information
services available to the general public), The computer
seience comrounity has not meogni_zed {let alone faced up
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whoicen development that can ouly be achieved by a
concerted offtnt to bridge the scientific gap  bebween
kunowledge and application,
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Scientific Applications
Corrigenda

James C. Howard, “Computer Formulation of the Equa-
tionz of Motion Using Tensor Notation,”” Comm. ACH 10,
9 (Bept. 1967, 543-H48.

Page Now reads
545, Bq. (1) —= = | A o = to
45, Ha. (13) dat (d_q;#-' + Juk (amk

545, Bg. (14

Shonld read

545, I (1:') ?_‘{\ {?.f}j — 9:& = ?_if,,_.
S B de® Yk e

the eomputer output
shown in Figure 4 . . .

87, LY the following computer

output . ..

B8, Ack. ... Howard Tashjian .. .

All the changes above are due to printing errors.

. Howard Tasjian . ..
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Letters to the Editar——Continued from Page 1

{On Meeting Coverage in CACM)

that the techrical sessiong rate no more coverage. Were these seg-
slons deficient, though, they shouldn’s have bean touted “vital,”
Rather ACM should stop breaking its arem patbing ibs own back and
sbart contemplating why, as o learned society, its sessions fall
short of those of the catchall AFIPS, whose claim to learnedness
is certainly less.

I hiad the dishonor of helping seleet papers for one of the ges-
siong, whoge cancellution T subsequently recommended. The ses-
$10m came on anyway; the meeting must go on, and if the field is
moribund, well lower your sights and follow it to the grave,

Hnough digression to the business of program chairman, let’s
return to the Communications. News is okay; ACM undoubtedly
bas news and makes it, and it’s more convenient to have news
bound with the CACH than to ship vet another mireo around to
the membership. Still, if we are going to tell the news, let’s tell it
well. Science magazine is a good model, and I think James P. Titus
does a comeparable job for his seetion of the CACH. But meeting
reports are vastly better done by Science. One might even do Sei-
ence one hetter by tresting meeting reports in the style of hook
reviews, full of opinion; this could have a compelling effect on
seszion organization. Whatever the ultimate style may be, ihe
CACH should be professionsal and honest in all departments, and
i no one can be found to do a depariment right, drop it.

M. DovGras MolLroy
Ozfurd Universily
Computing Laboratory
46 Banbury Road
Oxford, Englond

On CR Format

Eorror:

I havenothing to add to Dr. T. Gabay’s proposal concerning jour-
nal formats [Letter o the Editor, Comm. ACM 10, 9 (Sept. 19673,
531}, only that he missed one more publication, Computing Eeviews.

Here is my proposal for the Reviews:

{13 All sections, e.g. 1.0 General. 4.3 Supervisory Systems, ete.,
should start at the top of an odd-numbered page. This page should
notb contain any information from the previous section.

(2) Left-hard margins should be wide enough for punching
holes; pages may be perforated for easy tear-out.

{3) Extended running numbers should be used, including the
classifying number, also crosgs references.

All this would permit the eollection of each section separately.

Costs might be kept at the same level, if paper of lesser quality
than the present were used. Most important with R is a qguick
aceess to general information about a given seetion, and this could
maost easily be achieved with separate collecting.

GERALD KarsER
D-Y808 Denzlingen
Schasarzwaldsirasse 39
West Germany
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