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Introduction 

 



Discussion Forums 

 



Discussion Forums 

 

IamA Teenager living in Syria, War is outside my 
window AMA! 



Debate Forums 

 



Debate Forums 

 

Should students be able to listen to music in class? 



The Problem 

• Agreement and disagreement identification in 

online discussions 



Agreement and Disagreement Identification  

Zer0faults: I just hope we can remove the assertions that WMDs 

were in fact the sole reason for the US invasion … 

Mr. Tibbs: No. Just because things didn’t turn out the way the 

Bush administration wanted doesn’t give you license to rewrite 

history. 

MONGO: Regardless, the article is an antiwar propaganda 

tool. 

Mr. Tibbs: So what? That wasn’t the casus belli and trying 

to give that impression  After the Fact is Untrue. 

Haizum: Start using the proper format or it’s over for your 

comments. If you’re going to troll, do us all a favor and 

stick to the guidelines. 
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Our Contributions 

• We propose an sentence-/segment-level agreement and 

disagreement identification model based on isotonic 

Conditional Random Fields. 

 

• We learn a new lexicon from Wikipedia Talk pages using 

label propagation algorithm.  

 

• We show that the learned lexicon significantly improves 

performance over systems that use existing general-

purpose lexicons 



The Problem 

• Agreement and disagreement identification in 

online discussions 

 

• Given a target turn, we aim to determine whether 

the current sentence is an agreement or a 

disagreement to the target. 



Agreement and Disagreement Identification  

• Public opinion mining 

• Popular topic detection 

 

• Stance prediction 

• Subgroup detection 

• User relation analysis 

 

• Discourse analysis 

• Debate strategy 

 

 

 

 



Related Work 

• Sentiment Analysis 

• Online debate (Yin et al., 2012) 

• Discussion forums (Hassan et al., 2010) 

 

• Agreement and disagreement Identification 

• Conditional Markov models in Spoken meetings (Galley et al., 

2004) 

• CRF in broadcast conversations (Wang et al., 2011) 

• Online debate (Abbott et al., 2011; Misra and Walker, 2013) 

 

 

 

 



Related Work 

• Agreement and disagreement used as features: 

• Stance prediction (Thomas et al., 2006; Somasundaran and Wiebe, 

2009; Walker et al., 2012b) 

 

• Subgroup detection (Hassan et al., 2012; Abu-Jbara et al.,2012). 



Roadmap 

• The Model 

• Sentence-/Segment-Level Sentiment Prediction 

• Online Discussion Sentiment Lexicon Construction 

• Feature Set 

 

• Experiments 

 

• Conclusion 
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Sentence-/Segment-Level Sentiment Prediction 

• Input: sentences 𝑥 = {𝑥1, … , 𝑥𝑛} from a single turn 

• Output: sequence of sentiment labels 𝑦 = {𝑦1, … , 𝑦𝑛}, where 
𝑦𝑖 ∈ {𝑁𝑁,𝑁, 𝑂, 𝑃, 𝑃𝑃} 
 

• NN: very negative 

• N: negative 

• O: neutral 

• P: positive 

• PP: very positive 

 

• Partial order: 𝑁𝑁 ≤ 𝑁 ≤ 𝑂 ≤ 𝑃 ≤ 𝑃𝑃 

 

• NN, N -> disagreement 

• PP, P -> agreement 

 



Sentence-/Segment-Level Sentiment Prediction 

• Isotonic Conditional Random Fields (CRF) 

• Mao and Lebanon (2007) proposed isotonic CRF to predict 

sentiment in movie reviews. 

 

• Encode domain knowledge through isotonic constraints on model 

parameters. 



Isotonic CRF 

𝑝 𝑦 𝑥 =
1

𝑍(𝑥)
exp    𝜆<𝜎,𝜏>𝑓<𝜎,𝜏> 𝑦𝑖−1, 𝑦𝑖

𝜎,𝜏𝑖

+  𝜇<𝜎,𝑤>𝑔<𝜎,𝑤> 𝑦𝑖−1, 𝑥𝑖
𝜎,𝑤𝑖

  

 

• 𝑓<𝜎,𝜏>, 𝑔<𝜎,𝑤> are feature functions, 𝜆<𝜎,𝜏>, 𝜇<𝜎,𝑤> are the 

parameters when 𝑦𝑖−1, 𝑦𝑖 , 𝑥𝑖 take values of 𝜆, 𝜏, 𝑤. 

• Lexicon 𝑀 = 𝑀𝑝 ∪𝑀𝑛, where 𝑀𝑝 (or 𝑀𝑛) contain features 

associated with positive (or negative) sentiments. 



Isotonic CRF 

𝑝 𝑦 𝑥 =
1

𝑍(𝑥)
exp    𝜆<𝜎,𝜏>𝑓<𝜎,𝜏> 𝑦𝑖−1, 𝑦𝑖

𝜎,𝜏𝑖

+  𝜇<𝜎,𝑤>𝑔<𝜎,𝑤> 𝑦𝑖−1, 𝑥𝑖
𝜎,𝑤𝑖

  

• “totally agree” is observed in the training data  

 

• 𝜇<𝑃𝑃,𝑡𝑜𝑡𝑎𝑙𝑙𝑦 𝑎𝑔𝑟𝑒𝑒> ≥ 𝜇<𝑁𝑁,𝑡𝑜𝑡𝑎𝑙𝑙𝑦 𝑎𝑔𝑟𝑒𝑒> 

 



Roadmap 

• The Model 

• Sentence-/Segment-Level Sentiment Prediction 

• Online Discussion Sentiment Lexicon Construction 

• Feature Set 

 

• Experiments 

 

• Conclusion 

 



Online Discussion Sentiment Lexicon Construction 

• Why we want to build a socially-tuned lexicon? 

• “So what?” 

• “told you!” 

• “Whatever!” 

• … 

 



Online Discussion Sentiment Lexicon Construction 

• Label propagation (Zhu and Ghahramani, 2002) 

algorithm is a semi-supervised learning method. 

 

• Input: a set of seed samples (e.g. sentiment words in this 

work), similarity between pairwise samples 

 

• Output: label for each sample. 

 

• Data: English Wikipedia (4.4M talk pages) 



Graph Construction 

• Node Set V 

• Unigrams 

• E.g. royalty, sunlight 

 

• Bigrams  

• E.g. in contrast, by facts 

 

• Dependency relations 

• E.g. Rel (informative, less) 

 

• Sentiment dependency relations 

• E.g. Rel (SentiWordNEG, your) (from Rel (crap, your)) 

 

• We replace all relation names with a general label. 

• Text units that appear in at least 10 discussions are retained 

 

 

 

 



Graph Construction 

• Edge Set E 

• We aim to construct a sparsely connected graph. 

 

• Step 1: Each text unit is represented by the top 50 co-occurring 

text units computed by Pointwise Mutual Information. 

• “Co-occur” is defined as appearance in the same sentence. 

 

• Step 2: An edge is created between two text units only if they ever 

co-occur. 

 

• Step 3: The similarity between two text units is calculated as the 

Cosine similarity between them. 

 

 

 



Graph Construction 

• Seed words 

• General Inquirer (Stone et al., 1966) 

 

• MPQA (Wilson et al., 2005) 

 

• SentiWordNet (Esuli and Sebastiani, 2006) 



Sample Terms in New Lexicon 
Positive 

nod, from experiences, anti-war, profits, royalty, sunlight, 

conclusively, badges, prophecies, in vivo, tesla, pioneer, 

published material, from god, lend itself, geek, intuition, 

morning, endorsements, testable, source carefully 

Negative 

: (, TOT, in contrast, ought to, whatever, Rel(nothing, you), 

anyway, by facts, disproven, opt for, subdue to, disinformation, 

tornado, heroin, Rel(newbies, the), Rel (intentional, is), 

watergate, perjury, Rel(lock, article), contrast with, censoring 

information, Rel(informative, less), clowns, Rel(feeling, mixed), 

never-ending 
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Features 
• Lexical features 

• Unigram, bigram, has any uppercased words 

 

• Syntactic/Semantic features 

• Dependency relations, generalized dependency relations 

• E.g. nsubj(wrong, you), nsubj(ADJ, you), nsubj(wrong, PRP) 

 

• Discourse features 

• Initial unigram/bigram/trigram, hedge words 

 

• Conversation features 

• Number of words in quote, TFIDF similarity with target 

 

• Sentiment features 

• Sentiment words, sentiment dependency relations 

• E.g. “nsubj(wrong, you)” becomes “nsubj(SentiWordneg, you)” 
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Datasets 

• Wikipedia Talk pages 

• Authority and Alignment in Wikipedia Discussions (AAWD) (Bender 

et al., 2011) 

 

• 221 English Wikipedia discussions with agreement and 

disagreement annotations on sentence-level or turn-level. 

 

• For utterances that are annotated as agreement by at least two 

annotators  “strongly agree” (PP) 

• Utterance is only selected as agreement by one annotator or it gets 

the label by turn-level annotation  “agree” (P) 

• Similarly for “strongly disagree” (NN) and “disagree” (N) 

• All others are “neutral” (O). 

 



Datasets 

• Online debates 

• Internet Argument Corpus (IAC) (Walker et al., 2012), collected 

from 4forums.com. 

 

• Each discussion in IAC consists of multiple posts, where we treat 

each post as a turn. 

 

• Most posts (72.3%) contain quoted content from target post, which 

naturally break the post into multiple segments. 

 

• Each segment is annotated for agreement level in [-5, 5]. We thus 

divide it into equal intervals, and map it onto our 5-point scale 

labels. 

 



Comparisons 

• Baselines: 

• Baseline (Polarity): an utterance or segment is 

predicted as agreement if it contains more positive 

words than negative words; otherwise, it is 

disagreement. 

 

• Baseline (Distance): is extended from (Hassan et al., 

2010). 

• Each sentiment word is associated with the closest second 

person pronoun, and a surface distance can be computed 

between them. 

• SVM is trained with the features of sentiment words, 

minimum/maximum/average of the distances. 



Comparisons 

• Support Vector Machines (SVMs) with RBF kernel 

• Sentiment prediction (Hassan et al., 2010), and (dis)agreement 

detection (Yin et al., 2012) in online debates. 

 

• Linear Conditional Random Fields (CRFs) 

• (dis)agreement identification in broadcast conversations (Wang et 

al., 2011). 



Results on Wikipedia Talk Page 

 
Agreement Disagreement Neutral 

Baseline (Polarity) 22.53 38.61 66.45 

Baseline (Distance) 33.75 55.79 88.97 

SVM (3-way) 44.62 52.56 80.84 

CRF (3-way) 56.28 56.37 89.41 

CRF (5-way) 58.39 56.30 90.10 

Isotonic CRF 68.18 62.53 88.87 
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Results on Online Debates 

Agreement Disagreement Neutral 

Baseline (Polarity) 3.33 5.96 65.61 

Baseline (Distance) 1.65 5.07 85.41 

SVM (3-way) 25.62 69.10 31.47 

CRF (3-way) 29.46 74.81 31.93 

CRF (5-way) 24.54 69.31 39.60 

Isotonic CRF 53.40 76.77 44.10 
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New Lexicon on Online Debates 

 
Agreement Disagreement Neutral 

SVM (3-way) 25.62 69.10 31.47 

  + new lexicon features         28.35        72.58         34.53 

CRF (5-way) 24.54 69.31 39.60 

  + new lexicon features         28.85         71.81         39.14 

Isotonic CRF 53.40 76.77 44.10 

  + new lexicon         61.49         77.80         51.43 
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Feature Analysis 

Wikipedia Talk page 

Positive: agree, nsubj (right, you), thanks, amod (idea, good), nsubj(glad, I), 

good point, concur, happy with, advmod (good, pretty) 

Negative: you, your, numberOfNegator, don’t, nsubj (disagree, I), actually as 

SentInitial, please stop as SentInitial, what? as SentInitial, should 

Online Debate 

Positive: amod (conclusion, logical), Rel (agree, on), Rel (have, justified), 

Rel (work, out), one might as SentInitial, to confirm, women 

Negative: their kind, the male, the female, the scientist, according to, is 

stated, poss (understanding, my), hell as SentInitial, whatever as SentInitial 



Discussions 

• Disagreement as contradictory example. 

• deeper understanding of the semantic information embedded in the 

text. 

 

• Sarcasm is hard to detect. 

• “Bravo, my friends! Bravo! Goebbles would be proud of your 

abilities to whitewash information.” 

 



Conclusion 

• We present an agreement and disagreement detection 

model based on isotonic CRFs that outputs labels at the 

sentence- or segment-level. 

 

• We bootstrap the construction of a sentiment lexicon for 

online discussions. 

 

• We encode the lexicon in the form of domain knowledge 

for the isotonic CRF learner, and outperform other 

compared approaches. 

 

 



Thank you! 


