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Two approaches to summarization
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Sequence-to-sequence + attention model

3



Sequence-to-sequence + attention model
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Sequence-to-sequence + attention model
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Two problems
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Two problems
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Use pointers
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Pointer-generator network

Attentions
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Pointer-generator network
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Pointer-generator network
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Improvements
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Two problems
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Reducing repetition with coverage
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Reducing repetition with coverage
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Reducing repetition with coverage
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Reducing repetition with coverage
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Datasets

• CNN/Daily Mail (Hermann et al., 2015)
• 287,226 training examples, 13,368 validation examples and 11,490 testing 

examples
• limit the input length to 400 tokens and output length to 100 tokens for 

training and 120 for testing
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Results
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Results

40.3 17.7 36.6Lead-3 (first three sentences)
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The difficulty of evaluating summarization

• Summarization is subjective
• There are many correct ways to summarize

• ROUGE is based on strict comparison to a reference summary
• Intolerant to rephrasing
• Rewards extractive strategies

• Take first 3 sentences as summary → higher ROUGE than (almost) any 
published system
• Partially due to news article structure
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A Deep Reinforced Model for 
Abstractive Summarization (ICLR 2018)

Authors: Romain Paulus, Caiming Xiong, Richard Socher
Presenter: Lu Wang

[Some figures taken from Paulus’ presentation]
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https://data-science.com.ua/wp-content/uploads/2019/10/Tech_1_Romain-Paulus_Data-Science-UA.pdf


Three problems

• Repetitive content in the output (this is discussed in the first paper)
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Three problems

• Repetitive content in the output (this is discussed in the first paper)

• Long-term coherence 
• hard to stay on the same topic or show connections when multiple sentences 

are generated
• Ordering 1: Lisa went to sail. There was a gale. Lisa came home.
• Ordering 2: Lisa came home. There was a gale. Lisa went to sail. 
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Three problems

• Repetitive content in the output (this is discussed in the first paper)

• Long-term coherence 
• hard to stay on the same topic or show connections when multiple sentences are 

generated
• Ordering 1: Lisa went to sail. There was a gale. Lisa came home.
• Ordering 2: Lisa came home. There was a gale. Lisa went to sail. 

• Directly optimize on ROUGE scores
• ROUGE measure word overlaps between system generated summaries and human-

written summaries
• existing training objective use likelihood of each generated token, i.e. p(yt|x)
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Three problems

• Repetitive content in the output

• Long-term coherence 

• Directly optimize on ROUGE scores
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Temporal attention on the input + self-
attention on the output

Temporal 
attention

Self-
attention
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Temporal attention

• Input attention weights 
(different from pointer-
generator paper) 

• Penalizing the tokens that 
obtained high attentions 

Temporal 
attention

Self-
attention
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Self-attention (intra-decoder attention)

• How to be aware of what has 
been generated?

Temporal 
attention

Self-
attention
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Self-attention (intra-decoder attention)

Consider what has been generated
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Self-attention (intra-decoder attention)

Input attention self-attention
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Three problems

• Repetitive content in the output

• Long-term coherence 

• Directly optimize on ROUGE scores
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Global reward with ROUGE
• Idea: directly using ROUGE scores as reward
• But ROUGE is not differentiable 

• Training method: self-critical policy gradient
training algorithm

• Intuitively, we aim to maximize the 
conditional likelihood of the sampled 
sequence ys if it obtains a higher reward than 
the baseline

Baseline: 
greedy 
decoding

Sampled 
sequence
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New training objective

Regular log-likelihood objectiveNew reinforcement learning objective
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Datasets for experiments

• CNN/Daily Mail (Hermann et al., 2015)
• 287,113 training examples, 13,368 validation examples and 11,490 testing 

examples
• limit the input length to 800 tokens and output length to 100 tokens

• New York Times (Sandhaus, 2008)
• 589,284 examples for training, 32,736 for validation, and 32,739 for testing
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Results on CNN/Daily Mail
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ROUGE-1 improvement by adding intra-
attention on CNN/Daily Mail
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Results on NYT
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Sample outputs
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Human evaluation on CNN/Daily Mail
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Conclusion

• Intra-decoder attention helps with long summary generation

• Reinforcement learning with ROUGE as reward improves performance

• Simply using reinforcement learning hurts readability
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