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1. Group’s research overview — with featured projects
— Heterogeneous and embedded system architectures

— Viable chips

2. The Ph.D. program at UofM —and all its secrets

3. Questions and answers



Bertacco Lab Research Areas

1. HETEROGENEOUS AND EMBEDDED
SYSTEM ARCHITECTURE



* Heterogeneous Architectures — Goals:
— Design for reliability
— Design for energy-efficiency

* Network-on-chip — Goals:
— Design for reliability
— Design for low-power
— Design for high bandwidth
— Design for correctness

Featured projects:
+ HIiROIC (Vaibhav)
FATE (Doowon)
SeRVe (Rawan)
ReDEEM (Biruk)
SCMR (Abraham)



Processor and system-on-chip design trends
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Interconnect design trends

Bus-based multicore/SoC NoC-based multicore/SoC
Bus: shared channel Network-on-chip (NoC)
(-) limited bandwidth/scalability e Routers connected via links

(+) low complexity e Cores connected via

network interface (NI)

Distributed communication
(+) higher bandwidth/scalability
(-) high complexity



Power and energy constraints
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Heterogeneous and Embedded System Architecture
FEATURED PROJECTS

HIROIC | FATE | SeRVe | ReDEEM | SCMR



HIROIC

—Architectures and applications are heterogeneous

= 10% of source-destination pairs share more than 60% of the traffic
—Optimize for the common case
—Change the routing and topology at runtime

. quuce the number of hops between the frequently communicating nodes
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Fault-tolerant routing for NoCs

* Routing reconfiguration upon a fault occurrence

data loss

network
disconnection

before

» Save as many chip components as possible (connectivity)

- Keep reconfiguration impact small (non-intrusive)

HiROIC | FATE | SeRVe | ReDEEM | SCMR 1



Low-performance in faulty NoCs

Network-on-chip performance can degrade significantly upon
permanent fault occurrences
Due to traffic congestion in faulty regions

Existing state-of-the-art fault-tolerant routing

Provides fast recovery, maximal connectivity,
deadlock-freedom

Handles traffic congestions poorly
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Routing optimization for applications

. . example: SPLASH-2 (lu)
Our approach leverages communication
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SeRVe: NoC correctness

Design time verification of network-on-chip interconnects
11 11 11

- =4 e
(X ﬁ e
i T

- basic operations 5 - complex execution

- most common execution scenarios = -corner cases
- unverified operations

Design bugs escape into final product

Compromise correctness of communication and entire system

HIROIC | FATE | SeRVe | ReDEEM | SCMR
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SeRVe: Selective retransmission for verification

Goal: High traffic regions are prone to escaped bugs
=> Protect packets passing through such regions

| — retransmission buffers

1
1 . .
! -~ 1- Find congested regions

N
2- Packets passing through non-congested
“‘s<_>( < — 1 areas proceed normally
A AT &
3 [ i I j 3- Packets passing through congested region
A A <

- Copy packet into retransmission buffer
Cp ==
K

- Upon correct delivery, destination
AC sends back an ACK

- In case of errors, packet is retransmitted

HIROIC | FATE | SeRVe | ReDEEM | SCMR




ReDEEM

An energy efficient, reliable microarchitecture
designed from the ground up

 Distributed and decoupled execution resources for high reliability

— Execution pipelines constructed dynamically
* Heterogeneous execution resources for performance-power diversity
* Application-adaptive schedulers for creating energy-efficient pipelines
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Microarchitecture details

 Schedulers and execution resources on a robust interconnect
* Energy-enhanced execution resources

— Heterogeneity via synthesis for diverse voltage-frequency targets
— Intelligent power-gating to eliminate static dissipation

— Dynamic frequency adjustment to create single-frequency

pipelines
bundle address to
next scheduler fault energy
/’? |manager /Imanager
scheduler f / / W
address of — / | pipeline | (| /O buffers
next bundle || pipeline |\ PrOPOSAIS i/ control logic data
constructor [ configurations) (PCL) || T oHer
current bundle K ————— Il execution
performance ) Il execution logic (EXL) |'i resources
" scheduling : :
last bundle —¢ heuristic _ energy management _
performance 7 fault management

(L

bundle performance
to next scheduler
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Accelerating MapReduce on a single chip

— Emerging big data applications and many-core chips require MapReduce-like
programming model

= During its shuffling phase, MapReduce involves an all-to-all exchange of [key, value] pairs
leading to network congestion

— Reduce network congestion by doing in-network aggregation of [key, value] pairs

— Leads to high-performance and low power consumption
[high,1]

M@gtgﬁ@fﬁt E gt‘adggb@ﬁf@és ¢ Processing nodes attached to routers o, 1, and 2
recelved by n send the same key, value] pairs to node 7
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Example: word count application

SCMR




Bertacco Lab Research Areas

2. VIABLE CHIPS



Part 2: Topics

* Enhancing verification
— Tools for generating and visualizing NoC traffic
— Intelligent test generation for verification
— Machine-learning based solutions for post-silicon verification

* Runtime correctness
— Designing runtime validation features
— Guaranteeing runtime correctness for NoCs
— Enhancing design reliability

* Security
— Machine-learning based malware detection

Featured projects
— PacketGenie (Dong-Hyeon)
— NocVision (Vaibhav)
— PhoenixTest(Doowon)
— [tHELPS (Wade via Doowon)
— SNIFFER (Jocelyn via Biruk)



Does your chip work correctly?

{ and windows has shut down to preventddamage

the fallowi

B) Microsoft
manufacturer -

C) Graphics Driver

D) Hardware

* Incorrect design (bugs)
* Transistor failures
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What can go wrong?

enables>

Shrinking transistor size
“*Moore’s Law”

Difficult to :
* implement correctly,
«  verify implementation

More and more fragile transistors

* More verification engineers than
designers in industry

* Transient faults

* Permanent transistor failures
(wearout)

* Design bugs escape into products



Is that all? ... Can you trust your system?
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Enhancing computer security:

* Minimize vulnerabilities by giving hardware support to software
* Malware detection and prevention

* Eliminate hardware security vulnerabilities
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When can you fix problems?

Software
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Viable Chips
FEATURED PROJECTS

PacketGenie | NoCVision | PhoenixTest | ItHELPS | SNIFFER



PaCkEtGenle ' PACKETGENIE

A

* PacketGenie Purpose:

— Allow quick design-space exploration of heterogeneous NoC inteicoiiiect

— Extract application behavior and generate traffic based on system model

* PacketGenie Goals:
— Quick, light-weight simulation of NoC traffic behavior

— Flexible and configurable to accommodate heterogeneous architectures

Traffic
Report

— Easy to integrate with existing network simulators
Memory Controllers

S;_/stem. Compute Cores ? Specialized
Configuration G e Cores »
Application p @

Behavior w

PacketGenie




NoCVision: A graphical visualization tool for NoCs

Issues with traditional debug of complex
NoCs

* Analyze millions of cycles

* Debuglarge logs

NoC
Simulator

Proposed debug approach

* Graphical representation of traffic flow l

* Extraction of relevant traffic details e.qg.
network congestion, bottlenecks etc.

Traditional

Traffic log approach
Implementation SO
* Capturing interval-based and event-based
packet flow
* Visualization on a network topology: router, Proposed
approach

link or VC level information

NoCVision



NoCVision: Modes of operation

Interval Mode pund _Q; pund _Q?
* Interval-based packet flow IE IE | IE IE |
e Link, router and VC utilization -—— G;‘:%:G?
. . i L L |
across time windows s
* Colorintensity to represent
parameters e.g. congestion,

utilization etc. Heavily co&jg';%gzsm

SR SR ot s
O

Event 1 Event 2

Interval 2

Event mode
B Packetid 4 * Determine region-of-interest and
B Packetid 6 G?:G;:q log data for specific events
GE—Q?—G; * Parse through the data across
Events plotted - |

events e.q. packet traversal.
Traversal of packet 0~0~0 J9-P
IDs 4 & 6 Event 3

PacketGenie | NoCVision| PhoenixTest | HKHELPS | SNIFFER



Post-silicon random test generation

 Various, complex functionalities in microprocessors

— Random tests verify unexpected corner cases
(extremely rare bugs)

* Fast execution speed in post-silicon validation

— However, checking the execution results can be
bottleneck

* How can we generate high-quality test-cases for
post-silicon validation to overcome the limited
checking capability?

PacketGenie | NoCVision |PhoenixTest| ItHELPS | SNIFFER 29



Applying static analysis on random test

* Data-flow analysis: Which buggy instructions cannot be

detected at the end of test-case (check point)?
register usage table

S EluldX il [TuRE:E0 |nst. Target operands Source operands
(POWER ISA)

f6, 15
Inst 1: fcpsgn f14,f6,f15
Inst 2: mfctr r27 CTR
Inst 3: mulldo r25,r23,rl15 r23. r15
Inst 4: 1i r27,0 ’
Inst 5: lwaux r26,r25,r27 bug ndetected
Inst 6: frsqrtes. f2,f11
Inst 7: add r25,r24,rl6 27
<Check register values here> 1
124, 116 ¢

bug detected at check point
* Early-stage research "PhoenixTest”

— Register bookkeeping, test-case mutation, mathematical model

PacketGenie | NoCVision |PhoenixTest| ItHELPS | SNIFFER



Post-silicon error localization

post-silicon debugging: limited signals

B pb_mbusy T T T e T T e T T T D A DI T I e e |~ [
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* Post-silicon debugging targets
— Rare functional bugs  — Intermittent electrical errors

* But, itis difficult due to limited capability of
observing signals

PacketGenie | NoCVision | PhoenixTest | ItHELPS | SNIFFER 31



Iterative high-accuracy error localization

* Applying machine learning
technique to diagnose
erroneous behaviors

:ach

==

=32
H
=

e
! Cortex A9 { Cortex-A9
®CPU_  CPU

signal A

_ Graptiee £ signal B

- '!7: E iProcessor
| “ 1

® : golden feature value @

® : post-si feature value
O : cluster |
error.

signal A
NoCVision | PhoenixTest | [tHELPS | SNIFFER

signal B

PacketGenie |



The SNIFFER - sniffing out security attacks

Monitors a system’s activity to
detect signs of a security attack.
Examples: email-send
frequency, IP range for outgoing
packets, etc.

Detects attacks by leveraging
machine learning —training on
typical good behaviors and then
noticing atypical activity (similar
to credit card fraud detection)

PacketGenie | NoCVision | PhoenixTest | IHELPS |SNIFFER 33



Lab funding

* C-FAR center on future architectures
— http://futurearchs.org

* NSF
* |BM
* Intel
* Cisco



THE CSE PH.D. PROGRAM AT THE

UNIVERSITY OF MICHIGAN



Timeline (w/o incoming MS)

* 15tyear: Coursework/research —choose an adviser early
* 1t summer —research on campus
« 2"dyear: light coursework and mostly research

* Qualification: Research presentation + coursework
(1.5~2 yrs)

* More research (2-3 years)

* Proposal — 60-80% of the work is done. You have a story
for your thesis

* About 1 year later: Defense/thesis filing



Choosing an adviser

 Earlieris better

* Exploreinteresting faculty at CSE
— Visit faculty pages
— Read their research papers/presentations

— Contact graduate students — faculty is far too busy to answer all
your questions

— Work with them on graduate course projects
— Make contact

* Work on a mutually interesting research topic

— Professors typically cover broad areas under their research
umbrella



Goals and advice

* Hardware courses first — preliminary research experience

* Start early on research —that’s your critical path to
graduation

* Collaborate — with your personal goals in mind

* YOUR Ph.D. — goal: advance the field in your area of
expertise

* Research direction — Flexible at start; focused towards the
end

* Constant progress (even if little) is essential



Life @CSE, UofM

* Expectto work long hours during the first year
— Courses take time; assignments/projects are fun

* After the first year (or two) —flexible work schedule
— Regular days 6-10 hours of work
— 12-16 hours approaching deadlines (2-3 deadlines a year)

* Reading groups; social hours; student interactions;
faculty counselling; academic lectures; workshops;
career-fairs

* Discounted/free student tickets to virtually everything —
theatre, movies, sports, transport, etc.



Getting started in Ann Arbor

* Housing — university housing or off-campus

* Getting around — public/private, buses, cars,
airplanes

* Funding and expenses —GSI, GSRA, or fellowship

* Leisure —activities, university clubs, sports,
restaurants, bars

* and the Government —driver’s license, social
security, taxes



QUESTIONS?



