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ABSTRACT

This paper introduces a methodology to reduce the overall simulation time of large benchmarking suites. Previous work shows that it is possible to simulate only small sections of a benchmark’s dynamic instruction stream in detail without sacrificing accuracy in simulation results with respect to overall behavior. As benchmarking suites increase in size, many such techniques still require a great deal of simulation time to complete. The methods presented in this paper build on this previous work by converting representative sections of a benchmark’s execution into intrinsically checkpointed assembly (ITCY) code that can serve as a replacement for the original benchmark. In addition, a methodology is proposed that creates new benchmark binaries that no longer need input files or system calls in order to execute properly. Simulations of the new benchmarks are much faster, require less overhead, and still properly represent the original benchmark’s execution profile.

Results show that benchmarks created using these techniques can be very portable and accurately predict the performance of the original benchmark. An average error rate of less than 5% is achieved when compared to the original representative sections. In addition, a speedup of approximately 60x per benchmark is achieved over a standard set of SimPoints when the new benchmarks are executed serially and 1000x when executed in parallel. This translates into a reduction in simulation time from months to minutes and greatly decreases the amount of time necessary to test a new design.

1. INTRODUCTION

The process of properly testing and rating a new microprocessor design takes a great deal of time and effort. Large datasets, multiple configurations, and highly complex simulators all contribute to an ever increasing amount of time needed to measure performance. Many techniques have begun addressing this issue by tackling a variety of the factors that contribute to this increase in simulation time.

This paper describes a technique that is targeted at reducing the overall simulation time needed to test a new design while still maintaining an acceptable level of accuracy with respect to performance estimation. The technique first analyzes a set of predetermined segments of a benchmark’s dynamic instruction stream to determine the checkpointing information that is needed were each segment to execute independently. This checkpointing information is then combined with the assembly code of the original benchmark to create an entirely new program written in assembly and composed of a subset of the static instructions from the benchmark along with any necessary checkpointing and control code needed for proper execution. This code, referred to as InTrinsically Checkpointed assemblY (ITCY) code, is re-compiled and executes only the code necessary to simulate a specific range of instructions from the original benchmark’s dynamic instruction stream.

The rest of the paper is organized as follows. Section 2 will discuss several previously proposed simulation time reduction techniques. Section 3 will describe the ITCY code generation technique. Section 4 will outline the experimental framework and section 5 will provide results and analysis of the technique. Section 6 will conclude the paper along with providing some thoughts on future work.

2. PREVIOUS WORK

There are many different techniques, summarized in Figure 1, that can be used to reduce the simulation time of a new design while still maintaining an acceptable level of accuracy. They can be broken down into three main categories: benchmark suite reduction, statistical simulation, and instruction sampling. The first category decreases simulation time by reducing the size of the input data to the benchmarks, by simulating a subset of the original benchmarks, or by doing both. Since the benchmarks subsequently do not execute as many instructions as was originally intended, the overall execution time will be faster. The second category takes each benchmark and runs a set of profiling routines on it to extract its makeup and behavior. Once this information is obtained, a new, smaller benchmark...
binary or trace is created whose behavior is meant to mimic that of the original benchmark. The third category involves sampling intervals of instructions from the benchmark's dynamic instruction stream and then re-executing the intervals at a later time. The cumulative performance of these samples is intended to represent the overall performance of the benchmark if it were to be executed in its entirety.

A problem with instruction sampling, in particular, is that once the sample intervals of the original benchmark have been identified, they may start at any point in the benchmark's dynamic instruction stream. Reaching these starting points can be done in several different ways. The entire benchmark can be functionally executed up until the starting point, referred to as fast-forwarding, and then the detailed simulation of the sample can begin. Unfortunately, this method can take a long time to complete if the starting point occurs late in the benchmark's execution. Alternatively, the sample interval can use checkpointing to restore the state of the system corresponding to the start of the interval. The data used to do this, referred to as a checkpoint, can be used to refresh the architectural state of the system such as memory and registers, and also its microarchitectural state such as caches and branch predictors. The procedure of refreshing microarchitectural state is typically referred to as warmup.

2.1 Benchmark Suite Reduction

The techniques in this section reduce simulation time by altering the composition of the original benchmark suite. Even though great care goes into the creation of a benchmarking suite, there can still be a large amount of redundant behavior that is exhibited by its member programs and input datasets. The techniques in this section identify this behavior so that only those programs and input datasets that are necessary to properly represent the benchmarking suite can be simulated.

Dataset reduction reduces the amount of data that a program must process and therefore its execution will finish quicker than if the benchmark had massive amounts of data to handle. This method is used to create the MinneSPEC [11] workloads and reduces the size of the input datasets to the SPEC CPU2000 benchmarks [10]. Once the workloads are created, they can be used to quickly and repeatedly execute the benchmarks, however they are often so reduced that they no provide representative results.

In [24], several different approaches meant to reduce the number of benchmarks that need to be run from a given benchmarking suite are compared. These approaches advocate executing a reduced number of program-input pairs from the suite called a subset based upon the similarities between the pairs. Each approach uses a different method to choose a subset of the suite, however, the method detailed in [16] proves to be the best with respect to accuracy versus cost.

2.2 Statistical Simulation

This section discusses techniques that convert a benchmarking program into a trace or an entirely different program whose execution profile is intended to match that of the original benchmark. Two types of statistical simulation are discussed. The first, trace-based simulation, generates a trace of instructions from the initial profile which is run on a specially instrumented simulator capable of interpreting the trace. The second, testcase program synthesis, generates an actual program binary from the initial profile that can be run on a traditional execution-based simulator.

In [8], a method of trace-based simulation is proposed. First, a trace of the program's execution is obtained from real hardware. This initial trace is input into a set of three profiling tools, two of which model microarchitecture-dependent statistics (i.e. cache and branch performance) and the third which models microarchitecture-independent statistics. Once these statistics are gathered, a synthetic trace is generated. Later work done in [7] and [9] expanded the capabilities of the method proposed in [8] and reduced the average performance prediction error.

As an alternate to creating a synthetic trace, statistical simulation can be performed using a standalone program whose creation and execution profile are also based on statistical analysis. This method is referred to as testcase program synthesis. In [3], the HLS methodology described in [14] is modified and then used to generate a profile of the benchmark. After the profile is generated, a synthetic program, written in C, is created based on the profile. This technique unfortunately suffered from an inability to properly model branch prediction and cache performance and subsequent work done in [5] and [4] addressed these issues. A detailed analysis was done in [2] on the source of errors in testcase synthesis. It was shown that, while errors do contribute to a loss of accuracy, the effects are small with respect to the performance of the original program. However, because of these errors, testcase synthesis should not be used as a replacement for detailed, application simulation.

2.3 Instruction Sampling

The methods in this section reduce simulation time by using a technique called instruction sampling. These techniques can achieve the highest level of accuracy with respect to performance prediction. However, they oftentimes result in a longer simulation times than benchmark suite reduction and statistical simulation. The basic instruction sampling methods select intervals of instructions from the dynamic instruction stream and then re-execute those intervals at a later time. Depending on the size and location of the intervals, the reduction in simulation time can be quite dramatic.

The Sampling Microarchitecture Simulation framework (SMARTS) [23] is a simulation tool that uses statistical sampling to identify intervals of equal length within a benchmark's dynamic instruction stream. Each interval consists of an initial warmup phase, a detailed simulation phase, and a fast-forwarding phase. When the original benchmark is re-executed, it will fast-forward a preset number of instructions to the first interval and then begin the initial warmup phase. The detailed and fast-forwarding phases then
2.4 Techniques for Checkpointing and Warmup

To enable a benchmark to execute an instruction interval in the middle of its dynamic instruction stream without executing all the instructions prior to the interval, checkpoint data must be used to refresh the architectural state such as the memory and the register file. However, if the sampled interval is to be completely simulated in detail on the microarchitectural level, there must be more detailed information, referred to as warmup data, contained in the checkpoint to refresh such components as the caches and branch predictor.

One way to obtain checkpoint and warmup data is by directly executing the benchmark on real hardware. This can rapidly provide data, however, a system to directly execute the benchmark may not always be readily available. In [15] and [18], direct execution is used to obtain instructions from within an instruction interval. In [15], the Pin [12] tool produces a benchmark profile that is input into SimPoint to identify representative instruction intervals. Once these intervals are identified, they are compared against the original benchmark using Pin and a set of PinPoints is generated. The PinPoints can then either be used as an instruction trace of the interval or to dictate to an execution-driven simulator when it should switch between fast-forwarding and detailed execution modes. In [18], a completely new program is generated. When combined with a pre-loaded memory image, the program executes a set of instructions that represent the original interval of interest.

In [13], the Pin tool is again used to directly execute a benchmark on native hardware. However, the importance of Pin in this technique is that it is modified to capture system effects. These effects are stored in a system effect log and are later used during architecture simulations by having the simulator process the log. This type of checkpointing is different than previous methods since it removes the need for a simulator to support system calls.

Work done in [20] directly addresses checkpointing and warmup in SimPoint. It proposes two techniques, the touched memory image (TMI) and the memory hierarchy state (MHS), to refresh the system state prior to the execution of the simulation interval. The TMI creates a list of memory addresses and data values that are used to refresh the architectural state of the system and the MHS stores a cache state that is collected during a simulation of the memory hierarchy prior to the execution of the interval. Later, when the interval is simulated in detail, the microarchitectural information stored by the MHS is loaded and used to refresh the state of the cache, or any cache with a smaller size or associativity. Similar to the work done in [20], [21] and [22] propose techniques that are targeted at the rapid checkpointing and warmup of SMARTS. Again, state is only stored for the instructions that will be executed in each SMARTS interval, and unlike [20], caches are not the only microarchitectural elements that are warmed up. The branch predictor is also warmed by storing checkpoint data for a variety of configurations. The combination of the checkpoint and warmup data along with the interval is referred to as a live-point.

In [17], we presented an additional technique for generating simulator-derived checkpoint data called Intrinsic Checkpointing through Binary Modification (ICBM). This technique uses a method such as SimPoint to identify a set of intervals that represent the benchmark and each interval is then analyzed to create checkpoint data only for those instructions that are in the interval. Next, the checkpoint data is converted into a series of machine instructions and written directly into the benchmark’s original binary. The original binary is also modified to begin its execution at the start of the checkpointing instructions and then transfer control to the interval once they have executed. The simulator ultimately exits the benchmark when the interval has completed the necessary instructions.

While the techniques presented in this paper are similar to [17] in some aspects, the methods in this paper have addressed several shortcomings that were discussed in [17]. First, ICBM code requires the simulator to count the number of instructions in the modified binary during its execution and exit when it has executed a predefined number of instructions. Second, system calls must still be supported by the simulator and cannot be removed from the modified binary. This requires that input files still be made available to the modified benchmark. Finally, ICBM code only works with single simulation intervals and cannot combine multiple intervals into a single, new benchmark.

3. INTRINSICALLY CHECKPOINTED ASSEMBLY CODE

The methodology presented in this section is the focus of this paper and consists of three distinct phases that transform a large benchmarking binary into one or more intrinsically checkpointed binaries. The first phase selects representative intervals of the original benchmark's dynamic instruction stream using a tool such as SimPoint or SMARTS. The second phase converts these intervals into InTrinsically Checkpointed assembly (ITCY) code by running the original benchmark through a modified functional simulator. Finally, the third phase compiles the ITCY code into either a set of SuiteSpecks, independent code segments that can be executed in parallel, or a SuiteSpot, a grouping of ITCY code segments.
linked together by branches. Figure 2 represents these phases pictorially.

3.1 Simulation Interval Selection

During this phase, the original benchmark is analyzed to select regions of its dynamic instruction stream that can be used for detailed analysis using a tool such as SimPoint or SMARTS. As these tools have shown, only a small subset of a program needs to be simulated in detail in order to obtain a representative sample of the overall behavior of the benchmark and the remainder of the program can quickly be simulated on a functional level. However, this functional simulation can still take many hours to complete.

3.2 ITCY Code Generation

The ITCY code generation phase takes the selected dynamic instruction intervals and converts them into ITCY code using an augmented functional simulator from the SimpleScalar [1] toolset targeting the Alpha 21264 ISA [6]. The ITCY code consists of three main parts: intrinsic checkpointing (IC) code meant to recreate the environment of the original benchmark through checkpointing, the original static assembly instructions from the interval, and special control code that is needed to handle various situations discussed below.

This conversion process must address several issues in order for the new code to execute properly. First, it must ensure that the initial state of the original interval when executed in the new binary matches the state that it possessed when it began its execution in the original benchmark. Second, it must set up the new binary such that any memory accesses it contains will reference valid locations in its allocated memory space. Third, it must guarantee that the new dynamic instruction stream runs in the same order as when it was first executed. Fourth, it must recreate the static instruction footprint in such a manner that the cache access patterns of the new binary mimic those of the original binary. Finally, the new code must exit after the correct number of dynamic instructions from the original interval have occurred.

In addition to the five issues mentioned above, system calls (syscalls) encountered inside each simulation interval will be emulated using code similar to that used to checkpoint the interval itself. Figure 3 gives a graphical overview of how the various fast-forwarding, warmup, and detailed simulation intervals are combined into either a SuiteSpot or a set of SuiteSpecks.

3.2.1 Initial State Intrinsic Checkpointing

In order for the new ITCY code to begin its execution properly, its initial state must be restored to that which was seen when it was first executed inside of the original benchmark. The methods used to accomplish this are based on the techniques outlined in [17] with several modifications made to the way that memory is checkpointed. The ITCY methods do not make use of multiple copies of memory, as was seen in [17], and instead mark memory usage prior to the interval's execution using flags. Any stores encountered prior to the execution of the interval mark each byte of the memory locations that they modify indicating that the locations have changed. In addition, any memory locations changed due to syscalls are similarly flagged. Then, whenever a load occurs inside the interval, the simulator checks the flags on all the bytes that will be read. If any of the bytes have been modified, a temporary IC byte store is generated for that byte using the value in the current memory. The memory location's flag is then cleared so that it will not generate any more IC stores. In addition, any stores that occur inside the interval clear their associated memory flags since they will still execute in the new binary. After the interval's analysis is complete, the simulator attempts to compact any adjacent byte stores in this list into larger multi-byte stores to compress the size, and reduce the execution time, of the final ITCY code.

In addition to the modifications of how IC store instructions are generated, the ITCY technique changes the methods that manipulate the data used for the intrinsic checkpointing of memory. In [17], memory was checkpointed using values that were stored in the .data section of the new binary. Unfortunately, as the size of the interval grew, the number of these static instructions grew too large. ITCY code, however, converts the static instructions into a loop that iterates over all the values in the .data section. This requires the storage of the data values needed to checkpoint memory and also the addresses where the data will be stored. This requires extra space in the .data section of the new binary, but it is offset by the new .text section not requiring large numbers of static instructions.

3.2.2 Ensuring Valid Memory Accesses

In order to allow the potential combination of multiple simulation intervals into a single, new benchmark, the
location of the new ITCY .text section can no longer be located in the same memory space as the original benchmark. Previous intrinsic checkpointing work in [17] did not suffer from this requirement since all modifications were done to the original binary which retained its initial location in memory. However, this prevented the creation of a new benchmark that contained code from different intervals in the same benchmark or from different benchmarks altogether. To allow for this flexibility, the ITCY technique reorders the sections of the new binary such that new segments of code can easily be added without affecting the values in the original benchmark's memory space. Figure 4 depicts these memory layouts.

### 3.2.3 Preserving the Dynamic Instruction Stream

Since ITCY code contains the static, and not dynamic, instructions of the original interval, special care must be taken to ensure that the execution of the ITCY code follows the same execution order that was seen in the original interval's execution. This is especially the case when branches are executed within the interval's code. Since the ITCY code will no longer occupy the same PC addresses within the memory's address space, branches need to be handled by either replacing the original branch target with the PC address of the new target or by using special control code. For conditional branches, the original branch target can simply be replaced with the new target in the assembly code. Calculating these targets is done by giving every target instruction in the ITCY code a unique label that contains the original PC value as part of the label. The compiler then automatically re-targets each branch when it is run. If a branch saved its return address to a register prior to its execution, then this register must be explicitly loaded with the original return address prior to the execution of the new branch in order to maintain proper execution semantics.

Indirect branches, however, are more difficult. Since the execution of the original interval's instructions inside the ITCY code will generate the exact same register values that were seen in the original benchmark, using a register with its original value to supply an indirect branch with its target will cause the program to transfer control into the old address space. This violates the proper execution order of the new benchmark. Therefore, indirect branches must be handled using special blocks of control code.

The method for handling these problematic indirect branches first finds all the PC addresses of the new indirect branch targets using their target PC labels. These PC values are then written into locations in the original address space during the pre-interval section of the ITCY code. Each new target PC address must be written to the address that corresponds to where the old target instruction resided in the original address space. Prior to the execution of the indirect branch in the ITCY code, a special block of control code uses the value in the register that contains the original target address as a memory location to read in the new branch target address into a temporary register. This temporary register is then used by the indirect branch in the ITCY code for the new target PC value. The ITCY code generation phase guarantees that these temporary registers do not interfere with the correct execution of the program by either finding a register that will be overwritten in the future prior to being read or by setting up a block of control code to save the register to a special location in memory before it is used and then restoring it afterwards.

### 3.2.4 Preserving Cache Access Patterns

Not only must the ITCY code perform functionally correct, but it must also maintain a certain level of accuracy with respect to the underlying microarchitecture. Cache performance typifies this requirement since the cache performance of the ITCY code can be drastically different than the original benchmark depending on how the ITCY code is created. Since only those static instructions that are executed in the original interval are output into the ITCY code, any code that was not executed is omitted from the new binary. If this omitted code separated basic blocks that were spaced far apart in the original memory space, the exclusion of this code would cause the basic blocks to appear next to each other in the memory space of the new binary thus creating a totally new memory footprint. To help the ITCY code maintain as much representative cache behavior as possible, "pads" of no-op instructions are incorporated in between basic blocks that have had their original separating code removed.

### 3.2.5 Exit Handling

When the ITCY code finishes its execution of a simulation interval, it needs to be able to exit the interval code since it does not contain any code from the original binary beyond what was seen in the interval. To handle this situation, two different methods can be used. The first method logs the value of the PC that corresponds to the last instruction of the interval along with the number of times that it is executed. In addition, to handle the transfer of control to any additional intervals when creating a SuiteSpot, the starting address of the next interval is also kept. Once these values are known,
special annotative instructions are added to the IC code so the simulator can load them into its internal state for later use. During the execution of the ITCY code, every time the simulator encounters the exit PC, it increments the current execution count until it matches the initial count. At this point, if the next interval address is equal to zero, the execution terminates. If the next address is not equal to zero, then the simulator moves to the start of the next interval.

If it is not possible to add this tracking functionality to the simulator, a second method can be used whereby a termination routine is inserted into the binary itself. Since the ITCY code will be executing static instructions from the original interval, if a termination routine is to be added, it will need to insert one or more instructions into the set of static instructions at the exact location that the last instruction in the interval was executed. If this last instruction is only executed once, it can simply be replaced with an exit system call or a branch to the next interval. If, however, the static instruction that corresponds to the last dynamic instruction is executed more than once, then it must be replaced with a block of special control code that internally tracks the number of times that it is executed so that it can finish at the appropriate time. By using this second method, the ITCY code can be run directly on an unmodified simulator, or possibly on real hardware, and it will exiting properly.

3.2.6 System Call Emulation

The final step of the code generation process involves the removal of system calls from the final ITCY code. Using methods similar to intrinsic checkpointing, a syscall can be replaced with a branch to a special section of code that emulates the effects of the original system call. The actual checkpointing data that the emulation code must load into the system is determined by the system call handling routines built into SimpleScalar. These routines mimic the execution of system calls using the native system call handlers of the host machine. Once the emulation code completes, control is transferred back to the interval via an unconditional branch.

One side effect of this emulation is that the code will only recreate the effects of the syscall when it was executed during the ITCY code generation. This prevents syscalls that do not have repeatable behavior, such as gettimeofday(), from executing properly when the ITCY code is later used. However, a benchmark with these syscalls is less desirable since its results would not be predictable. Instead, by embedding this temporal information into the ITCY benchmark, this variability is removed. In addition, the emulation of system calls removes the need for input files because any file reads that occurred in a system call have been effectively checkpointed inside the new binary's system call emulation code.

3.3 ITCY Code Compilation

The final phase of converting a benchmark compiles the ITCY code into either a set of SuiteSpecks or a single SuiteSpot. As was mentioned previously, a SuiteSpot combines multiple simulation intervals into one single binary. Each interval is linked to the next interval by using branch instructions in the place of an exit syscall. The compilation of ITCY code into SuiteSpecks or a single SuiteSpot proceeds in a very straightforward fashion since the code generation phase in section 3.2 automatically generates a Makefile that can be used to compile the code. This Makefile must be created in order to tell the compiler where to place the .data and .text sections of the new ITCY code as was described in section 3.2.2.

3.4 ITCY Code Execution

After the ITCY code is compiled, it can be executed just like any other benchmark. Input datasets are no longer needed since all system calls are now emulated by the benchmark and any file input data that the original benchmark needed is checkpointed within the state of the ITCY code. One concern that needs to be addressed, however, is the handling of interval weights. Since each interval may not represent an equal amount of the original benchmark's execution profile, the performance metrics for an interval may need to be offset to reflect this discrepancy. If SuiteSpecks are used, their performance metrics simply need to be multiplied by their respective weights before they are summed together. However, if a SuiteSpot is used to represent many different intervals each with a different weight, then signal instructions must be added to the ITCY code to alert the simulator when a new interval begins so that it can handle the statistics.

3.5 Validation

To verify that the ITCY code was executing the proper instructions from the original SimPoint interval, a trace of the register file was maintained on a cycle level basis and compared to a similar trace that was created during the ITCY code generation. If the traces matched, it was assumed that the code was executing the proper instructions. Due to large overhead, this was only done for relatively small intervals. A more rapid, but less accurate, technique loaded a special exit code into the input argument register of the exit syscall just prior to its execution at the end of the benchmark. When the exit syscall was reached, this exit code was output to the screen and checked by inspection.

4. EXPERIMENTAL FRAMEWORK

The ITCY technique was tested using the Alpha [6] architecture and the configuration in Table 1 with out-of-order execution. The sim-safe functional simulator from the SimpleScalar version 3.0d [1] simulation infrastructure was modified to do the interval analysis and code generation. Other simple modifications were made to the simulators to handle the parsing of any special ITCY control instructions that were previously discussed.
The compilation of the generated ITCY code was straightforward since the majority of the work was already done in the code generation phase. Each Makefile simply needed to be run to produce the new binary or binaries. The actual compilation occurred on a native Alpha compiler since no cross-compiler was easily obtainable that would output binaries for SimpleScalar. All 26 benchmarks from the SPEC CPU2000 benchmarking suite with reference inputs were used including a variety of different input data sets. This resulted in a total of 41 different benchmark/dataset pairs. SimPoint was used to provide the sample intervals and the majority of the results used thirty, 10 million instruction intervals per benchmark. These intervals were then converted into a set of SuiteSpecks for each benchmark. SuiteSpots were not used due to size constraints and also due to the fact that they are functionally equivalent to their SuiteSpeck counterparts when they are executed serially. Next, individual benchmark results were calculated as the weighted average over the SimPoint intervals. Each SuiteSpeck fast-forwarded through the intrinsic checkpointing code prior to the start of the interval.

5. RESULTS AND ANALYSIS

This section presents the results when testing the ITCY checkpointing methodology. The results can be broken down into a set of four broad categories. These categories are as follows: code overhead, performance modeling, effects on file size, and simulation speedup.

5.1 Code Overhead

The code overhead for the ITCY method can be quite large due to the nature of the technique. Since each simulation interval is removed from the original benchmark and converted into ITCY code, it will need special instructions inserted into the interval to handle indirect branching and exit handling. In addition, system call emulation code will need to be inserted. The instructions that are inserted into the new binary consist of those that occur prior to the start of the interval, referred to as pre-interval instructions, and those that occur within the interval, referred to as intra-interval instructions. All of this new code will add to both the overhead and size of the new benchmark, however, it allows for a greater deal of flexibility and portability for the new binary insomuch that it can be moved between different microarchitectural configurations of the same base architecture (i.e. the Alpha ISA).

5.1.1 Required Pre-Interval Instructions

For the instructions that occur prior to the interval, they primarily consist of those needed to checkpoint the memory and the register file. The remainder of the pre-interval instructions set up the .data section for indirect branch and syscall handling as described in sections 3.2.3 and 3.2.5, set up the exit handling described in section 3.2.6, and handle any other miscellaneous tasks described in section 3.

Table 2 shows the dynamic instruction counts for the integer (Int), floating point (FP), and all SPEC2000 benchmarks separated out into indirect branch and syscall handling as described in sections 3.2.3 and 3.2.5, set up the exit handling described in section 3.2.6, and handle any other miscellaneous tasks described in section 3.

Table 2: Breakdown of ITCY Pre-Interval
5.1.2 Required Intra-Interval Instructions

The instructions that occur in the pre-interval code can be fast-forwarded through at the start of the simulation and ignored. However, the instructions that occur within the interval must be executed during the detailed simulation. These intra-interval instructions can negatively affect the results of the simulation if they are too numerous and must be carefully handled to minimize this risk.

Indirect and unconditional branch handling contributes the largest amount of intra-interval code overhead since these branches occur quite frequently in the interval as was seen in Table 3. However, the table only gave information about the number of branches that were in the interval and not the effects of the code that handles their proper execution. On average, indirect branch handling increases the length of an integer benchmark interval by 3% and a floating point benchmark interval by 0.6%. Unconditional branch handling increases the length of an integer benchmark interval by 2.8% and a floating point benchmark interval by 0.7%. The smaller increase for floating point benchmarks is likely due to the fact that they traditionally spend a great deal of time inside of looping code where conditional branches, not indirect branches, control the flow of the program.

System call handling, unlike indirect branch handling, contributes very little to the intra-interval code overhead. Since Table 3 showed an average of only 4.6 syscalls per benchmark interval, it is expected that there will be little handling code needed. This is indeed the case. However, several benchmarks do exhibit a great deal more syscall handling code than the average. This is likely due to an interval containing a large amount of file input which would result in a substantial amount of checkpointing code being introduced to emulate the input. This is particularly the case for mcf, twolf, art_110, and fma3d. On average, syscall emulation only increases the length of an integer benchmark interval by 0.001% and a floating point benchmark interval by 0.03% due to the very small number of syscalls seen in each interval.

5.2 Performance Modeling

Performance modeling using ITCY code can suffer from the effects of the intra-interval code insertion. In addition, the relocation of the original interval into a new location in memory and the use of only those static instructions that are executed from the original benchmark can also have an effect as was discussed in sections 3.2.2 and 3.2.4. The effects of ITCY code on I-cache performance are expected to be the most severe due to the usage of only those static instructions seen within the interval for the new ITCY binary. Fortunately, the previously discussed technique of inserting instruction pads into the interval to simulate the spatial separation of basic blocks addresses this problem to a certain extent. However, since the number of misses with respect to the overall number of I-cache accesses can be very small in some cases, extra misses can greatly affect the relative error rate of the overall I-cache miss rate.

D-cache effects are expected to be much smaller than those seen with the I-cache. Since the same memory locations will be accessed at roughly the same points in time as the original interval, the D-cache performance will only be affected by those intra-interval instructions that access memory. The majority of these instructions do not do so except for the instructions that are inserted to handle indirect branch targets. Since these accesses are to locations in memory that were never used in the initial binary except to store the program code, they will affect the D-cache performance.

Unlike the effects on cache performance, branch prediction performance for ITCY benchmarks should remain nearly unchanged. This is due to the fact that all branches are guaranteed to follow their prescribed paths from the original interval since the register values used for conditional branching are the same. In addition, the proper performance of various branch prediction structures such as the Return Address Stack is ensured by outputting all the original branch assembly opcodes and not replacing them with different opcodes. Overall, there was a change of less than a 1% for all benchmarks and 0.2% on average with respect to branch predictor performance.

The main test of the ITCY method's ability to model the original benchmark's performance is done by quantifying its
effects on CPI when compared to using SimPoints alone. Since CPI incorporates many different microarchitectural elements, its prediction accuracy serves as a good indicator of whether ITCY is a useful tool for predicting the performance of a system overall. Figures 5 and 6 show that the average CPI for all benchmarks is within 5% relative error compared to only using SimPoints. Several benchmarks (e.g. parser, perlbench, vortex, and mesa) are more sensitive than others to fluctuations in performance due primarily to the effects of intra-interval branch handling, therefore, their performance predictions are less accurate. The integer benchmarks also show a slightly increased average relative error and this is likely attributable to their increased number of indirect branches. A final comparison between ITCY code and a full detailed simulation showed that the integer benchmarks were within 7.5% average relative error and the floating point benchmarks within 6%. Overall, based on the ITCY technique's ability to accurately predict performance, it is quite useful for predicting the performance of a design.

5.3 Effects on File Size

The increase in the file size when a benchmark interval has been converted into ITCY code can vary greatly based upon the size of the interval chosen, the amount of intrinsic checkpointing code needed, and the amount of code that must be inserted into the interval. Individual SuiteSpecks have an average file size for the integer and floating point benchmarks is 44.4 MB and 279 MB, respectively. Combining all the benchmarks resulted in a total of 1.15 GB for the integer benchmarks and 4.18GB for the floating point benchmarks.

5.4 Simulation Speedup

To measure the speedup of the ITCY code compared to the original benchmark, both the original benchmark and the ITCY binary were fast-forwarded to the start of the simulation interval and then allowed to finish the detailed execution of the interval. The ITCY binary's runtime was then compared to the original benchmark's runtime. Since each benchmark of the ITCY code is broken into 30 SuiteSpecks, the results are presented not only for the situation when the intervals would be executed serially in Figure 7, but also if they were executed in parallel in Figure 8. The serial case provides a rough estimate for how long a SuiteSpot would take to complete since it would essentially be executing the same amount of code as the 30 SuiteSpecks. From the results, it can be seen that there is an incredible amount of speedup achievable when using ITCY code. With a serial speedup of 60x, this translates from hours to minutes. The greatest speedup, however, can be seen in the parallel speedup with an average of nearly 1000x speedup and a maximum speedup of over 5500x for sixtrack. It should be noted that the parallel speedup is not simply 30 times faster than the serial speedup since some intervals take much longer to run than others due to their late locations in the dynamic instruction stream. However, an average parallel speedup of 1000x clearly shows the potential of using ITCY code to rapidly and efficiently

![Figure 7: Speedup of ITCY Code Executed Serially](image1)

![Figure 8: Speedup of ITCY Code Executed in Parallel](image2)
simulate the entire SPEC2000 benchmarking suite. One final important note to remember is that the speedup numbers presented here are with respect to fast-forwarding to the start of the simulation interval. If the execution times of the ITCY code were compared to a full detailed simulation of each benchmark, the speedup would be orders of magnitude greater.

5.5 Comparison with Other Techniques

The results presented in this section have shown the great potential of the ITCY technique for dramatically reducing the simulation time of future designs while still maintaining a high degree of accuracy. However, there are several trade-offs and differences between the techniques and other simulation time reduction methods. Table 4 compares ITCY to several of the more popular techniques by contrasting their reported speedup, accuracy with respect to full detailed simulation, representativeness, microarchitecture dependence, storage space requirements, and flexibility with respect to the subsequent simulation environment. It should be noted that the CPI prediction accuracy is with respect to full detailed simulation and not the SimPoint intervals used to generate the ITCY binaries. Since these binaries use a simulation interval selection technique that produces its own share of relative error, their performance prediction accuracy is partly due to the selection technique used.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Execution Time per Benchmark</th>
<th>CPI Prediction Accuracy</th>
<th>Representativeness</th>
<th>Microarchitecture Dependent</th>
<th>Storage Requirements</th>
<th>Flexibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical (Trace) [9]</td>
<td>~1000x speedup</td>
<td>2.30%</td>
<td>Low</td>
<td>Yes</td>
<td>Negligible</td>
<td>Low</td>
</tr>
<tr>
<td>Statistical (Testcase) [5]</td>
<td>~1000x speedup</td>
<td>2.40%</td>
<td>Low</td>
<td>Yes</td>
<td>Negligible</td>
<td>High</td>
</tr>
<tr>
<td>SMARTS [23]</td>
<td>5 hours</td>
<td>0.64%</td>
<td>High</td>
<td>No</td>
<td>N/A</td>
<td>Medium</td>
</tr>
<tr>
<td>SimPoint [19]</td>
<td>2.8 hours</td>
<td>3.70%</td>
<td>High</td>
<td>No</td>
<td>N/A</td>
<td>Medium</td>
</tr>
<tr>
<td>SimPoint Startup [29]</td>
<td>14 mins (serial) 1 min (parallel)</td>
<td>1.20%</td>
<td>High</td>
<td>Yes</td>
<td>4 GB for 20 SPEC2K b-marks</td>
<td>Low</td>
</tr>
<tr>
<td>LivePoints [22]</td>
<td>91 secs</td>
<td>1.60%</td>
<td>High</td>
<td>Yes</td>
<td>12 GB compressed for all SPEC2K b-marks</td>
<td>Low</td>
</tr>
<tr>
<td>ICBM [17]</td>
<td>3 mins</td>
<td>2.12%</td>
<td>High</td>
<td>No</td>
<td>365 MB for 19 SPEC2K b-marks</td>
<td>Medium</td>
</tr>
<tr>
<td>ITCY</td>
<td>16 mins (serial) 32 secs (parallel)</td>
<td>7%</td>
<td>High</td>
<td>No</td>
<td>5.3 GB for all SPEC2K b-marks</td>
<td>High</td>
</tr>
</tbody>
</table>

Table 4: Comparing ITCY to Several Popular Simulation Time Reduction Techniques

6. CONCLUSION AND FUTURE WORK

This paper presents a technique that dramatically reduces the simulation time of a benchmarking program by allowing the rapid execution of only representative portions of code and creates highly portable benchmarks that can be easily moved between many different simulation environments. This technique creates an entirely new assembly program comprised of the static instructions from one, or many, locations from within the original benchmark. System calls are also removed from the original program and their effects are converted into emulation code that is inserted into the assembly of the new benchmark. A method is also proposed that allows for the combining of multiple ITCY code segments into a single benchmark. The end result of the technique is the creation of a set of programs that facilitate the fast, efficient, and representative benchmarking of future designs without the need for a complex simulation environment.

There are several different directions that the techniques in this paper can explore. For example, embedded applications often suffer from a limited amount of memory and running useful benchmarks can often be a problem. The techniques in this paper could be applied to large benchmarking workloads to create applications that would be easier to use with an embedded device and would allow the rapid simulation of complex benchmarks in a fraction of the time. The lack of a need for system call handling could also be used to an advantage if the embedded device did not have such functionality. In addition, ITCY code has the ability to combine multiple intervals of code from different benchmarking applications into a new, single benchmark. The basic ITCY technique proposed using intervals from within the same benchmark to create SuiteSpots, however, it is entirely possible to use intervals from different benchmarks altogether. This method, if used properly, could potentially create individual benchmarks meant to represent the execution of many different applications at once. Finally, the ITCY technique could be leveraged to pull out specific pieces of assembly code from a given benchmark and create new benchmarks that are meant to stress particular parts of an underlying architecture. For example, intervals of code that stress a certain part of the pipeline could be isolated and re-compiled into a benchmark that would focus only on that part of the microarchitecture. Alternatively, benchmarks could be created that execute a specific region of code that uses a greater than normal amount of power and then the design could focus on reducing the power usage of the processor with the benchmark representing a worst case scenario.
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