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1 Introduction

The past five years has seen an emerging recognition of two important issues in computer science and engineering: 1) languages and environments for distributed, embedded real-time control, and 2) languages and environments for artificial intelligence. For the past decade, people in real-time computing have been developing the basic concepts and techniques required for correct use of computers in real-time embedded systems. More recently, there have been a growing number of artificial intelligence applications involving real-time control systems. However, there has as yet been little contact between people understanding requirements and techniques for artificial intelligence and those understanding requirements and techniques for real-time systems. Yet, if many efforts currently being mounted to combine these areas are to be successful, it is essential that they come together.

This workshop was held to begin the process of cross fertilization among areas bearing upon the problems of embedding AI solutions in real-time systems. We are indebted to Dr. Ronald Green, when he was at ARO, and Dr. David Hislop of ARO for recognizing the importance of these issues. Dr. Green encouraged the preparation of a proposal to host the workshop and Dr. Hislop arranged its funding.

The workshop was originally conceived to have a language focus, and had the following principal goals:

1. To bring together leading researchers in software engineering, real-time programming languages, languages for artificial intelligence, and new computer architectures.

2. To identify the range of applications for distributed embedded real-time AI systems, e.g., the scope of the problem?

3. To identify the technical scope of the problem.

4. To determine the language requirements to support embedded AI systems, and evaluate existing languages such as Ada, Lisp and Prolog from this perspective.

5. To identify areas needing research in support of such languages.

As the workshop unfolded, the issues became less a matter of language, and more a matter of algorithms, as will be seen later in this report.

The set of the workshop participants fulfilling the first goal is given in Appendix A. The other goals were addressed in two ways. A small number of experts in key subareas relating to the overall problem were invited to give presentations providing an orientation to that subarea and issue challenge positions on issues remaining to be solved. Secondly, working groups were formed to identify and discuss further issues in each of the subareas. The broad goals given to each of the working groups were to formulate a definition of the problem area and develop prioritized recommendations concerning:

1. Major issues needing research

2. Promising directions for pursuit of these issues, and
3. Identification of problems already satisfactorily addressed.

In the remainder of this introduction, we discuss briefly what is meant by “embedded AI,” describe the subareas considered, and overview the organization of the report.

1.1 What is Embedded AI?

Before proceeding, it is important to present at least a preliminary idea of what is meant by the term “embedded AI.” The workshop adopted the following working definition of the term: An embedded AI system is an AI system contained as part of some larger system that operates in real-time. To complete this definition, one must state what is meant by “real-time system.” By “real-time system,” we mean one which operates under externally imposed timing constraints which must be satisfied if correct operation is to be achieved. Neither producing correct values to computations nor being “fast” is sufficient to be real-time. Obviously, the time requirements can vary widely according to the environment, and will typically be dictated by the physical constraints governing the environment with which interaction is taking place.

A few examples of embedded AI systems may help establish the context of the issues facing the workshop. First, consider the thermal control system being developed for the Space Station. This has been under development at NASA Ames Research Center and Johnson Space Center for two years. When completed, it will control the temperatures in all parts of the Space Station. It is being built as a rule-based expert system, and will operate continuously. However, the response time requirements of the system are not very stringent. Temperatures change slowly relative to the computing speeds of current computers.

As a second example, consider an expert-system-driven automatic rendezvous and docking system for the Flight Telerobotics Servicer (FTS). In this case, the physics of the environment places some rigid constraints on the time within which the system must respond. If the FTS is coasting toward a satellite it is to service and is waiting for a guidance decision from the expert control system, one can easily predict the length of time before a collision would take place. Certainly the expert control system must respond within this period. Approach velocities are generally quite slow, however, and again the expert system will typically have substantial time for computation. Nevertheless, this example does demonstrate one important principle of real-time systems: The computer system must be able to satisfy externally imposed timing constraints, and this is something that current AI systems do not do as a matter of practice.

As a third example, consider the Pilot’s Associate that is being developed by DARPA to assist pilots in flying high performance aircraft. Again, AI systems are being employed. However, in the case of high performance avionics systems, the response times required are on the order of milliseconds rather than seconds or minutes; it is difficult to meet timing constraints in this case.

Embedded AI systems, then, are part of some larger externally operating environment, and must be able to perform their computations while satisfying timing constraints externally imposed by that environment.
1.2 Subarea Selection

Initially, five subareas were targeted for study. These, and the rationale for their selection, are as follows:

1. Closed Loop Systems and Requirements:
   An understanding of the basic problem environment and requirements is crucial to progress in any scientific and technological areas. This area introduced examples of real-time systems, covered basic definitions of real-time, and sketched the varieties of solutions that are known. There was a heavy emphasis on task scheduling issues. Both periodic and asynchronous tasks must be dealt with correctly.

2. Time Constraints and Algorithms:
   This area centers on the need for time constraints. Many classical iterative search algorithms either have no finite termination time or have only large bounds on computation time. It introduced the notion that algorithms must be developed from the point of view that they must produce an acceptable answer within a prescribed time, even if that answer is sub-optimal.

3. Languages and Implementations:
   From its onset, the workshop was predicated on the notion that certain language features either aid or hinder real-time programming. This area explored this assumption in greater detail, identifying specific features that could cause difficulty in real-time systems and examined their occurrence in different languages.

4. Performance Estimation and Measurement:
   It is impossible to predict adequately the time behavior of a language feature independent of translator implementations. Accordingly, performance measurement and estimation techniques are very important. Users of a language need such measures to ascertain the characteristics of the particular translator they are using, even if a given translator is acceptable. Translator and environment vendors need them to detect weak spots in their products and to focus their development efforts.

5. Parallel AI:
   Parallel AI is currently a "hot" research topic. In principle, parallelism should permit faster solutions to problems, perhaps making the solutions usable in real-time systems. But does parallelism really help, or does it compound the problems of satisfying real-time constraints?

During the course of the workshop, one other area was added, and some were combined. The first two subareas did a good job of providing those with an AI background an orientation in real-time computation. It was recognized then that there was no comparable session providing an orientation on AI to those with real-time computing backgrounds. Such a session was dynamically added to the workshop.

After the initial sessions were completed, the full panel decided to combine subareas 1 and 2 and subareas 3 and 4.
1.3 Organization of Report

The remainder of the report is partitioned into three components. First, sections 2-7 describe briefly the introductory discussions in each of the subareas defined above. This is followed by section 8 presenting the recommendations of each of the working groups. In this case, the recommendations are organized by the revised arrangement of working groups described above. Finally, there is an appendix listing the participants.

2 Closed Loop Systems and Requirements

Dr. Douglas Locke, Presenter

One of the most stringent classes of real-time computer systems is that of closed-loop system control. Such systems often have a substantial number of concurrent tasks and can have timing constraints on the order of a few hundred microseconds. Consequently, closed loop systems make a good vehicle for presenting the definitions, characteristics and goals of real-time computing systems.

2.1 Definitions, Characteristics and Goals

A closed-loop system first of all interacts with some environment. It typically goes through the following operational steps:

1. Sensing the state of the environment.
2. Performing suitable computations.
3. Modifying the environment, usually by outputting some control values.

Typically, this is repeated on a cyclic basis, though in some cases, the action steps outlined above may only be performed in response to the occurrence of some event, such as detecting that the temperature in the Space Station has fallen below some prespecified level. All of the fundamental laws of control theory apply. One must be concerned about the dynamics of the environment, the sampling rate, stability of the system, etc. Of importance here is the fact that it is the dynamics of the environment that primarily determine when the system must respond.

Closed loop systems typically require a real-time response, which ultimately means responding within a sufficiently small time interval that the overall system, including its environment, behaves satisfactorily from a control theoretic point of view. Typical time scales might be on the order of a few seconds for chemical plants, seconds to minutes for a thermal control system, one to a few milliseconds for robot control, or as low as a few hundred microseconds for a fast avionics system.

Closed loop systems typically run continuously for long periods of time. This could range from a few hours for an aircraft control system, to months for a traffic control system, to many years
for a spacecraft system. Such systems might or might not allow or require human intervention; both situations are common.

It is also typical of closed loop tasks that though they run in the simple cycle outlined above, the computations that must be performed are often voluminous and quite complex. A complete system will generally contain several interrelated tasks of this type. Ten to twenty tasks would be common in a high performance avionics system.

By applying intelligence in the control system, one hopes to improve the control system by allowing it to adapt to the environment. For example, consider a robot working on the construction of the Space Station. The robot is itself a complex mechanical structure of links and joints, and its control system must reflect the configuration of the robot. Suppose that the robot is anchored to the Station while working and grasps a strut that is to be attached to the rest of the Station structure. As soon as the strut the robot is holding touches the Space Station structure, which it must do in order to attach it, new kinematic constraints are introduced. This generally leads to a significant change in the control computations that should be performed for the robot control. Most current robot controllers are unable to handle this kind of change. An intelligent controller could sense the contact, determine the new kinematic constraints, and shift the mode of the controller.

At a higher level, intelligence might be used to determine the inputs to be given to a standard control system. For example, an automatic driving system for a rover vehicle on the moon or Mars would sense the environment (in this case the surface of the moon or Mars), detect obstacles, determine a safe path for the vehicle to travel etc., and give those commands to the vehicle. Complex AI planners to do exactly that are presently under development.

Applying intelligence, however, can adversely affect closed loop control in a poorly understood domain. One must remember that real-time is the key issue. The correctness of a real-time computer system is based not only upon the correctness of the computations performed (in the usual program correctness sense), but upon the satisfaction of timing constraints. Indeed, most people working on real-time computer systems are primarily concerned with this latter requirement.

A consequence of the need to satisfy timing constraints is that the usefulness of a computed result is a function of the time at which it is obtained. One can define an abstract usefulness function to describe this relation. Figures 1.a and 1.b show two typical value functions. Figure 1.a shows a situation in which the computation has zero value after some point in time is reached. For example, this might occur in the docking situation described in the previous section if the computation is not completed until after a collision has occurred. Figure 1.b shows a softer situation in which the value of the computation degrades exponentially after some point in time is reached. These value curves depend upon the environment, and can change dynamically. Unfortunately, analytical methods for determining these curves do not, in general, exist.

It is important to note that time constraints can be associated with starting time of a computation, finishing time, some event within a computation, or any combination of these. Clearly, a methodology is needed for defining system response time requirements.

The general goal of real-time computing is resource management (cpu, memory, specialized devices, etc.) to attain correct performance in the presence of response time requirements imposed by the environment. Within this general goal, three specific subgoals have been defined:
Figure 1: Typical usefulness functions corresponding to a real-time computation.

1. Meet all time constraints, if possible.

2. Meet all important time constraints at all times.

3. In any case, be able to predict how well 1 and 2 are met for any given process load.

These goals supercede the more traditional goals of fairness, starvation avoidance, load balancing and deadlock avoidance in multiprocessor systems.

2.2 Scheduling

The principal concern in real-time computing, then, becomes one of scheduling. There are a number of relevant tasking models that have appeared in the literature. These include:

- periodic tasks with static, preemptive, or independent execution times,
- transient (schedule on demand, independent job arrival),
- dependent tasks (with individual time precedence constraints), and
- homogeneous or heterogeneous multi-processor architectures and configurations.

In developing scheduling algorithms, there are a number of issues that must be considered. These include:

- global scheduling,
- synchronization and data dependencies,
- multi-resource dependencies,
- guaranteed vs. stochastic response time, and
• deadlock detection vs. prevention.

During the past two decades, several different scheduling strategies have been proposed. They emphasize different criteria and are based upon different assumptions. We review only the more common ones briefly.

*Basic priority scheduling:* One of the simplest methods is to distinguish among the urgencies of the tasks through the use of priorities. It uses a very simple scheduling algorithm: It shall not be the case that a lower priority task is executing while a higher priority task that is ready to run is not. Often, this scheme will be used in combination with other scheduling algorithms. Indeed, many of the schemes listed below are priority scheduling schemes with different choices for priorities.

However, one must be careful to avoid priority inversion. Priority inversion can occur if a high priority task requires the resources that are already allocated to a lower priority task and is blocked until that lower priority task finishes. During the execution of the lower priority task, it may be interrupted by a task whose priority is between the original high priority task and the low priority task. By itself, priority scheduling is generally inadequate.

*Cyclic Executive:* This is by far the scheduling method most widely used by industry. It consists of the repeated sequential execution of a set of tasks in some order. The worst-case execution time of each task must be known. If some tasks execute less frequently than others, then they will at times simply skip their turn. This system is easy to understand, at least conceptually, and one feels that one has a firm control on the timing of the system. However, the system is fragile, static and very difficult to maintain. Tuning to effectively utilize the time available for each major cycle is difficult. Any change to any task can cause severe timing problems. Timing is often determined by placing an oscilloscope on the bus and looking for the occurrence of specific bit patterns to identify the beginning and ending of a task.

*Shortest Processing Time First:* This is a well known, but rarely used scheduling algorithm. It attempts to minimize mean lateness, and is optimal for subgoals 1 and 3, stochastically. It has $n \log n$ complexity.

*Earliest Deadline First:* This attempts to minimize maximum lateness. It has $\log n$ complexity. However, it fails disastrously on overload.

*Smallest Slack Time:* This algorithm also attempts to optimize for subgoals 1 and 3 (if pre-empting overhead is free). It has a $\log n$ complexity. However, it again fails disastrously on overload.

*Best Effort Scheduling:* This method attempts to maximize the total value from the value curves. However, it is computationally too demanding to be used today.

*Rate Monotonic Scheduling:* This method deals primarily with a set of cyclic tasks. Aperiodic tasks are essentially converted to cyclic tasks by requiring a minimum time between occurrences. For this method, as well as many others, the system is assumed to have satisfied a deadline if the task has completed its computations before the next time that it is scheduled. The system is
non-optimal with respect to cpu utilization, but fulfills all of the subgoals for real-time scheduling and actually achieves a relatively high cpu utilization rate. The scheduling is static in that the priorities of the jobs are fixed throughout execution. Use of this algorithm is beginning to grow.

During one of the panel discussions, it was noted that the definition of deadline that is used by some of the scheduling algorithms is inadequate for two important classes of problems. Many data processing algorithms depend upon exactly periodic data, and can degrade very substantially if the data sampling points deviate very much from the nominal. Yet, all deadlines can be satisfied and a jitter in the sampling times equal to nearly the nominal sampling period can still occur. Control is a second example. A delay of nearly one full sample period can occur while still satisfying the definition of deadline scheduling. Yet, a delay of one sample period is enough to cause some control systems to go unstable. These effects are largely independent of the speed of the computer; they are related to the dynamics of the environment.

2.3 Summary of CL Systems and Requirements

In summary, it was noted that real-time computing is not synonymous with fast. There are many efforts today that focus on building faster systems for the purpose of real-time computations. Fast is important, but predictability of the time of computations and operations is essential.

The view was expressed that the major issues that need to be addressed for achieving embedded AI systems include the following:

- Bounded predictable execution times,
- Dynamic resource scheduling,
- Garbage collection techniques, and
- AI language support for the above.

3 Timing Constraints and Algorithms

Prof. Jane Liu, Presenter

The discussion in this session continued the emphasis on the importance of timing constraints, the need for predictability and the difficulty of solving these problems. It emphasized the multiple processor situation more than the earlier sessions. It tended to identify and describe unsolved scheduling problems. Also, a new view on algorithm development was introduced, one which could have great importance for embedded AI systems.
3.1 Constraints and Scheduling

*Timing constraints* can be expressed in several different ways, e.g., computational deadlines, frequencies at which tasks must be executed, the required response time to the occurrence of some event, or allowed lateness or tardiness in completing some action.

One method of enforcing these constraints is through the use of exception handling. For example, if an exception is generated upon the expiration of a deadline, any of the following actions might be taken, depending upon the nature of the deadline.

- Sound an alarm and terminate if a hard deadline was missed.
- Resume the task whose deadline expired, regardless of relative priority.
- Retry the entire function that was being performed to assure functional consistency.

An alternative approach is possible if sufficient information is statically determinable. In this case, a priori scheduling algorithms can be developed that will guarantee enforcement of timing constraints and make effective use of system resources. Both optimal and good heuristic algorithms exist for scheduling preemptible tasks on uniprocessor systems. These can handle preemptible periodic jobs. In general, though, we must know the worst case performance of every task.

What is needed are similar scheduling algorithms for the multi-processor and non-preemptible cases. Situations that are schedulable for a uniprocessor may not be when multiple processors are used. Only a little is known in these cases. The case with two processors and identical non-preemptible execution times can be solved with complexity $n \times \log n$. But, with only three processors, the problem becomes NP-hard. For as few as 50 tasks, the computations are already beyond the point of reasonable computation time.

3.2 New Views on Algorithm Development

The emphasis on the discussion up to this point has been on algorithms for scheduling. However, it is important to recognize that these are not the only categories of algorithms that must be dealt with in embedded AI systems. Most AI systems require searches of various kinds, and heuristic search algorithms are themselves a major area of research. Moreover, many optimization algorithms require iterative search; it is typically difficult to bound or predict the time required to complete such a search. Thus, the process of developing algorithms is, in general, important to the embedded AI area.

The real-time perspective described above strongly suggests new viewpoints on algorithm development. Algorithms should not only progress towards finding a solution, but must accept a time constraint within which they must provide some kind of an answer. One can imagine also requiring that the algorithm provide some indicator of confidence in the answer provided. Another view is to divide the algorithm into two or more parts. The first part would be considered a mandatory, and will always be computed. The others will be optional and will be computed only if there is time. The mandatory part must provide some level of usable answer. Ideally, if one
plots the quality of the answer produced by the algorithm as a function of time it is monotonically improving, as shown in Fig. 2. Such an algorithm would provide more flexibility in scheduling because it allows a trade-off between the quality of the result and the time required to produce the result.

Some examples of algorithm types that are being investigated from this perspective are: iterative algorithms, statistical techniques, successive doubling for Fast Fourier Transforms (FFTs), image generation from holograms, phased arrays, and partial query processing.

Still another possibility is to increase the priority of a computation as a function of missed deadlines. This, obviously, can only be used when the deadlines are soft, e.g., as in Fig. 1.b. That is, it is application dependent.

It would seem then, that one might be able to do better by considering the broader aspects of the application when developing the algorithms used. Nevertheless, it is still valuable to investigate application independent methods. They are extremely demanding intellectually, but will have much wider application if success can be achieved. The general idea of separation will be to have application designers determine the value functions shown in Fig. 1 and let an algorithm scheduler take over from there.

Since many of the searches needed for AI applications are essentially database searches, some of the key problem areas for embedded AI applications will be in this area. Three of the major problems are:

- Scheduling database transaction processing to meet deadlines.
- Achieving temporal consistency.
- How to define, use and process imprecise queries.

4 Languages and Implementations

Prof. Richard LeBlanc, Presenter
Historically, there has been little overlap between the languages used to develop real-time applications and those used to develop AI applications\(^1\). There are many reasons for this. However, the reasons of interest to us here are those related to the features and implementations of the languages.

For purposes of embedded real-time AI systems, then, one can classify the computer languages into two categories, those that are typically used for embedded systems and those that are typically used for the development of artificial intelligence applications. Languages in the former category include: assembly language, Fortran, CMS-2, Jovial, C and Ada. Languages in the latter category are: Lisp, Prolog and various functional languages. We emphasize though, that this classification is by use of the languages named, not the features they contain. Some of the languages contain features that would allow them to be used for either application. The analysis that follows, however, is more related to specific kinds of features than to specific languages.

### 4.1 Language Characteristics

Although there are some major differences between individual languages within each group that may favor one over another, there are also significant characteristics that distinguish the categories.

*Embedded System Languages*

Languages used for embedded applications have features that allow predictability of program operation. In other words, operations must have predictable execution times. Memory accesses must take known times. Program control must use only structures whose execution times can be reliably predicted.

This leads first of all to a dependence upon the concept of typed variables. It does not, however, mean that strong typing is required, just that every variable has a statically (compile time) determinable type, whether explicitly declared or implicitly determined. Then a compiler can determine the specific type of instruction to be used in operations on the variables.

Static name resolution is also required so that the compiler can determine bindings between names and memory locations. As there is a fixed relation between names and memory, the operations in the language are viewed as modifying the state of memory.

Although several of the languages placed in the embedded category have features enabling recursion and dynamic data structures, these features are seldom, if ever, used for embedded applications. Embedded applications use only the fixed data structure features of the languages. Control structures are also restricted to the looping and alternation structures provided. The latter implies that iterative control rather than recursive is used. Moreover, direct control of machine resources such as timers and memory is typically possible.

---
\(^1\)We distinguish here between development of an AI application and the rewriting of that application in a different language for production use. When one considers the languages in which AI applications are rewritten for commercial use, there are overlaps. However, this detail is not of particular significance to the discussion here.
While the languages typically used for embedded-systems have extensive architecture-oriented features, the languages typically used for AI applications emphasize problem-oriented features that do not as directly translate to machine level functions. Most evident among the problem oriented features is the use of dynamic data structures. Where traditional real-time applications would use static data structures almost exclusively (even if the language used supports dynamic structures), AI applications (and their supporting languages) use dynamic structures almost exclusively.

Control structures are another area of significant difference. While real-time applications avoid the use of recursion (even though several of the languages in this category support it), recursion is the mainstay of AI applications. Many algorithms have a much simpler form when expressed recursively than when control iterations are written without recursion. Again, the issue from the real-time perspective is the predictability of the operations; the recursive structures are much harder to predict and are thus avoided in real-time applications.

A third significant area of difference is the view of machine level resources. The languages in the AI category abstract machine level resources away from the programmer and provide little or no direct control.

The concept of state involved is at a higher level than that of most of the languages used for embedded applications. It is associated with variables that may be bound to different memory locations at different points in a program.

Lisp also allows untyped variables, which implies dynamic type resolution. In this same spirit, Lisp has dynamic name resolution. Again, from a real-time perspective, these make predictability difficult.

Prolog is logic based. Variables are bound by unification. The resolution process, however, typically requires a great deal of backtracking, and is another operation whose execution time is difficult to predict. Actually, many algorithms involving backtracking are also easily expressed in Lisp as well.

### 4.2 Implementation Issues

From the perspective of embedded-real time systems, the central language implementation issue is the predictability of the execution time. An important subissue is the extent to which predictability of a given feature is inherent in the feature or implementation dependent. The difference in the characteristics of embedded languages and AI languages described above lead to several important implementation differences. These will again be considered by language category.

**Embedded System Languages**

One of the first important implementation characteristics of this category of languages is that they are compilable. Being compilable does not guarantee that one can predict the execution time, but being compilable increases the chances of doing so. Moreover, compilability usually
means that it is possible to develop efficient storage and/or operation mechanisms. For example, it is possible to select all operations at compile time, and object addressing can be sufficiently well determined to allow all object addressing instructions to be issued at compile time. Data structures can generally be decomposed and efficient storage and access mechanisms set up. Often the run-time system can be made small and efficient as well.

Some languages in this category provide access to low level machine features. Ada, for example, provides representation clauses that allow a programmer to specify actual storage layout for records and to reference specific memory addresses. Ada further provides low level I/O mechanisms. However, one must be careful that the particular implementation chosen in fact supports these mechanisms.

It is important to note some things that are not used by real-time applications, even if the language might support them. Dynamic storage management heads this list. Dynamic storage management leads to two problems. First, most implementations of storage allocation are hierarchical in nature. They start with a modest sized block of storage and allocate from it reasonably rapidly until the block is exhausted. Then, a higher level, but generally slower, storage allocation module is invoked to obtain another block of storage. It is common to find at least three such levels of allocation. The point of entry into the allocation hierarchy can also vary with the size of the block of storage being obtained. Obviously, it can thus be difficult to predict how long it will take to perform a storage allocation operation; it can depend upon past history.

Garbage collection is another major problem that is a consequence of using dynamic storage allocation. Many systems invoke a garbage collector implicitly, and often at a high priority. That can totally destroy predictability of any part of the program.

The avoidance of recursion is not so much a translator implementation issue as it is a difficulty in bounding the recursion depth and thus establishing an execution time bound.

AI Languages

The two most important implementation issues in this category are the heavy dependence upon dynamic storage schemes and the fact that programs are not always fully compilable. The impact of the dependence upon dynamic storage was discussed in the previous section. We concentrate here on the other issues.

Lisp has the ability to dynamically define functions (through the EVAL function, for example). Since these cannot possibility be known at compile time, they must be interpreted at run-time. This makes predictability very difficult, if not impossible. Furthermore, the fact that variables need not be statically typed requires run-time type determination and dispatching to code to perform the operations. This both increases the size of the run-time system and makes it impossible to statically determine the time required to perform the operations on the variables. Similar effects accrue from dynamic name resolution.

Prolog’s implementation is based upon unification of program goals and logic rules. This leads to heavy use of recursion and backtracking. Often this is both slow and unpredictable. Prolog also has dynamic binding of simple names. In conjunction with unification, this leads to the need for dynamic storage management identified above. Prolog is also only poorly matched to the architectures of standard processors.
4.3 Summary and Issues on Languages and Implementations

In summary, the panel felt that the problems and issues were not with specific languages, but with individual features that might be used. The principal issue from the real-time perspective is the predictability of application code execution time. Use of language features that involve dynamic storage allocation, garbage collection, dynamic operation interpretation or dynamic typing lead to implementations that make predictability difficult or impossible.

The major research issues raised are:

- The overall architecture of embedded AI systems.
- Design methodology for embedded AI systems.
- Real-time, background garbage collection routines that can be cyclically scheduled, or made non-interfering with application code (i.e., they run only during slack times).

5 Performance Estimation and Measurements

Dr. Harlan Sexton, Presenter

The performance of a programming language may be defined as the performance of programs written in that language - this means that both the potential as well as the actual performance of programs written in this language must be considered. In particular, it is necessary but not sufficient to be concerned with the low-level implementation of the basic components of the language (such as function-call discipline, storage allocation and deallocation, etc.). One must also provide for the instrumentation and analysis of programs in order to have a "high-performance" programming language implementation. To put this another way, a high-performance language requires that the language have well-engineered "atoms" and well-developed support tools for the users of the language.

5.1 Limiting Factors on Potential Language Performance

First we examine some of the considerations which must be faced in implementing a real-time AI language with good "potential performance"; that is, with properly designed language atoms. These considerations are, clearly, an amalgamation of those facing the implementors of conventional real-time languages and of conventional AI languages. Forming such an amalgam will require the collaboration of experts from several areas.

In the case of "conventional" programming, the constraints on a piece of code are typically soft – the programmer is usually concerned with maximizing some statistical property of the code such as average response time. While such considerations are usually important to the embedded systems programmer, this programmer often has to deal with hard constraints, as well. As was discussed in the section on languages, it is because of the need to handle hard constraints that the embedded systems programmer must understand the costs associated with language constructs.
Programming languages used in AI are typically more abstract than are conventional languages in that the atomic operations of the language are often far removed from the machine-instructions of conventional hardware. Further, the implementation process of an “AI language” usually involves a good deal more than writing a compiler – typically these languages provide high-level runtime support for programs, too. Some of the Common Lisp atomic operations which affect potential language performance most are function calling, arithmetic and data-structure operations, and type-checking and type-dispatching (the latter operation is especially important in object-oriented programming systems). Runtime features which are usually present and which affect potential system performance are CATCH, THROW, UNWIND-PROTECT, the dynamic binding of values to special variables, and the dynamic allocation, management and deallocation of memory (garbage collection).

To give a concrete example of how these implementation details interact, consider the case of a multitasking utility such as is often present in a modern Common Lisp system. In such a system it is usual for the various tasks to share the global “name space” of the underlying Lisp system, but for the dynamic bindings of special variables within the various tasks to be independent of one another. This means that when the context of one process replaces another the special bindings must be replaced, too. There are two primary binding strategies used in Lisp implementations, referred to as deep and shallow binding. Without going into great detail, the differences are generally that for deep binding systems, the process of establishing a binding involves adding a “binding cell” to a stack, and for shallow binding the process involves adding a similar “binding cell” (representing the variable’s PREVIOUS value) to a stack and then changing the value in a global cell associated with the variable being bound (in both cases these stacks are usually the control stack of the program). Clearly, the costs of looking up the value of a variable are smaller for the shallow binding strategy than for the deep binding one – in fact, special-value lookup is of fixed cost for shallow-binding systems while for deep-binding systems the cost may be arbitrarily large. On the other hand, task switches in shallow-binding systems may be arbitrarily expensive, while for deep-binding systems they can be of fixed cost.

The choice of binding strategy used in a given implementation and the performance consequences of the choice are precisely the sort of details which are often needed by embedded systems programmers, and it is unfortunately one about which they are rarely told. Further, language implementors often make the design tradeoffs implicit in such choices without being completely aware of the significance of their choices to users of their implementation. It seems especially important that benchmarks be developed that test for such design choices in languages used for embedded systems applications. Such a set of benchmarks, analogous to but more extensive than those in the reference at the end of this section, would serve both to help language users make more informed choices and to help implementors construct more useful systems.

An area where design decisions are especially critical and the tradeoffs especially complicated is that of memory management. The more primitive the memory allocation/deallocation system is, the more difficult and error prone are programs which make complex use of storage – in effect, such programs on these systems must implement a garbage collector for themselves each time. On the other hand, the garbage collector on a standard Common Lisp system is a complex amalgam of software, runtime support, and low-level programming conventions (including built-in support in the system’s compiler). Such a garbage collector is intended to behave in some “acceptable” manner in all circumstances and to provide high levels of performance in cases perceived as “most important”. Unfortunately, such a garbage collector is unlikely to have behavior which is provably
acceptable in any realistic embedded system applications that require a garbage collector in the first place. It actually is unlikely that a general-purpose real-time garbage collector is possible (as any general-purpose garbage collector would probably look like current ones), but it does seem that different sets of “real-time” requirements can be met with different sorts of garbage collectors. This is clearly an area that needs study, and equally clearly this study needs to involve experts in real-time programming, AI programming, and Lisp implementation.

5.2 Support Tools for Program Development

Next we consider the problem of providing a supporting environment for the development of embedded AI systems. This problem is considerably more difficult and the way to proceed much less clear, but experience of conventional AI developers and the understanding of some of the special problems of real-time programmers provide some suggestions as to promising first steps.

Larry Masinter (of Xerox PARC) is often quoted as saying, “Premature optimization is the source of all bugs.” While perhaps a bit extreme, it is very important to remember that the process of programming is a human one, and that no matter how fast a program might be potentially, it is infinitely slow until it actually runs.

One may regard the programming process as successive refinement of the programmer’s understanding of his or her problem. From this point of view, performance monitoring tools are one of the natural final steps in this process. Once the “static correctness” of the program has been established (however formally or informally this is done), it is a natural next step to seek an understanding of the dynamic behavior of the “proposed solution” (i.e. the program), and usually to refine this solution in light of this enhanced understanding.

On a related point, many Lisp programmers view the runtime type support common in most modern Lisps in pretty much the same way. In most parts of most “finished” Lisp programs the types of all variables do not change during execution. (This is not so true in many object-oriented systems, where the type information of the arguments is used DYNAMICALLY to determine how to invoke generic functions, but even in these systems such “generic function code” is in the minority.) That is, the association of specific type information to variables is often viewed as belonging to the later stages of the programming process. Support for runtime-types, which is typically removed by the compiler from the “product code”, is just a way of verifying and affirming the programmers solution of the problem during the process of development and debugging.

The common theme here is that having the development system provide support tools for the programmer will almost always improve the quality of the resulting code in every respect. Another important point is that this development support NEED NOT exact a price from the ultimate program – performance monitoring tools can be left out of the final program and runtime type-checking can be “compiled away”.

The challenges faced by AI programmers were (and are) such that high levels of development support were deemed essential. To put it more plainly, it is a view all but universally held in the AI community that good development support of all kinds is essential for good software. While difficult to substantiate, it is frequently claimed that the powerful support systems provided programmers on special-purpose Lisp machines result in improved quality of code and productivity increases of factors of 5 to 10. This is not likely to convince the most skeptical AI debunkers,
but it is verifiable that many of the “modern” CASE and programmer tools in use in the general-purpose computing world have antecedents (often in more elaborate and sophisticated forms) in the AI programming world. While the absolute performance of these AI tools were often not as good as their current general-purpose counterparts, these costs were willingly born. Further, as we have indicated here, these costs are not intrinsic to the final code being developed, just to the machine and system on which the development was done. This trade-off of machine for programmer costs is one that is seen as a bargain in the AI community.

It is very distressing to many AI developers to discover that while the challenges faced by the real-time embedded systems programmer are in many ways even more difficult than those they are familiar with, the support tools available to the real-time programmer are usually very much inferior. This is especially distressing when the complexities of real-time AI systems are contemplated. Certainly the embedded AI systems programmer needs the sorts of development tools found in the best conventional AI programming environments, but also desperately needs tools to help guarantee that hard constraints imposed by the task are being met.

As an obvious first example, it should be feasible to provide compiler support to give the programmer parametrized (somewhat abstracted in terms of the arguments) upper bounds on the cost of the execution of many functions, especially if the programmer can supply some declarative information to help. Such a tool could be quite valuable in helping the programmer identify areas where hard constraints might be violated, such as in finding places where patterns of memory allocation and deallocation are problematic for the particular garbage collector strategy chosen for this program. This is definitely an area where a great deal of research is needed, and one which should yield a high rate of return.

5.3 Summary

Providing high-performance languages for embedded AI systems is a problem having two parts. It is first of all necessary to design and implement a basic language that has the capabilities and features needed by the AI programmer and that, at the same time, can be implemented so that the resource consumption of these capabilities and features is predictable. Second, it is essential that the development systems for such a language provide as much support as possible to aid these programmers in dealing with problems of unprecedented complexity.

The related problems of language performance for embedded AI programming are more a matter of engineering than of theory. A great deal is known about implementing languages such as Common Lisp on a wide range of hardware, but this knowledge has not been applied in an intensive way to meet the very difficult requirements of real-time embedded systems. It seems likely, however, that a systematic study by experts from real-time systems, AI programmers, and AI language implementors could catalog the important design tradeoffs and critical features needed by the “hybrid” embedded AI systems programmer. It also seems that this is essential if really reliable, high-quality “real-time” AI language implementations are to be developed.

The task of developing support tools for providing hard estimates of software performance are more research oriented, but there seem to be no theoretical obstacles to developing such tools. Significant progress could certainly be made simply by proceeding in the more or less obvious manner, and the lessons learned there would almost certainly be worth the cost.

Unfortunately, while high-levels of development support have been accepted among AI pro-
<table>
<thead>
<tr>
<th>Problem complexity</th>
<th>Problem size solvable with $N$ computers</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>$N^2$</td>
</tr>
<tr>
<td>$N^2$</td>
<td>$N^{1.5}$</td>
</tr>
<tr>
<td>$N^k$</td>
<td>$N^{1+1/k}$</td>
</tr>
<tr>
<td>$2^N$</td>
<td>$N + \log_2 N$</td>
</tr>
</tbody>
</table>

grammers for some time, this view is not universal among all programmers (nor among their managers). The fact is that an AI language cannot do anything new or different from any other programming language – it simply enables fallible, confused, and otherwise all too human programmers to succeed at tasks on which they might have failed with a language and environments that made their work harder. The fact is that languages and environments CAN be implemented to support programmers and still produce software which is fast and efficient, if anyone is willing to pay for these languages and environments to be implemented and for feasible target architectures on which to run the final programs.
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6 Parallel AI

Prof. Benjamin Wah, Presenter

An important technique for speeding up the execution of programs is parallel processing. In some cases this technique may be applied to embedded AI systems in order to meet real-time deadlines. However, parallel processing is not a guaranteed way of meeting deadlines: ordering dependencies between various parts of a program usually limits the number of processors that can be used in parallel. Moreover, if a problem cannot be done in a reasonable time on a sequential machine, for example when the problem does not have a polynomial time solution, then it is unlikely that the problem can be solved in a reasonable time using parallel processing. To illustrate this point in another way consider the table below. The lefthand column shows a range of complexities for sequential algorithms in terms of $N$, the input data size. The righthand column shows the problem size that could be solved in the same amount of time if $N$ processors were used in parallel. An (optimistic) assumption is that the problem is perfectly parallelizable, i.e., all of the $N$ processors can be profitably used all the time during the execution of the parallel version of the algorithm. Examining the table, we see for a problem whose complexity is linear in the input data set size (first line of the table) that $N$ processors will allow us to solve a problem that is $N$ times as large in the same amount of time. Unfortunately, for inherently more complex problems the advantages of using $N$ processors to meet a deadline declines dramatically. The final line in the table shows that for a problem whose solution time grows exponentially with its input size the use of $N$ processors will only accommodate a problem size increase of $\log_2 N$, 19
or a factor of \(1 + \frac{\log N}{N}\). In other words, if an algorithm has exponential complexity, parallel processing is unlikely to help meet a real-time deadline for any but small problems. Clearly, then, parallel processing is not a substitute for good algorithm design for embedded AI applications, or any other types of application for that matter. Indeed, examining the above table would suggest that parallel processing can only be used with any significant effect to meet a deadline if the underlying algorithm is of linear or quadratic complexity unless the problem is small.

A common theme of AI algorithms is the idea of search. This can take many forms. Two examples are the search for a sequence of moves that leads to a goal and the search for the logically permissible steps in a deductive process. Many others examples could be cited which have a wide range of applications from robot navigation to battle management decision making. Search procedures, in their simplest form, are usually exponential in their input data size; for example, the possible paths that a robot may explore is exponential in the number of junctions in the map that it must navigate. In existing algorithms this potential for exponential growth of the problem complexity has been dealt with in a number of ways. Indeed the introduction of “intelligence” into the search has been responsible in part for the term artificial intelligence. This intelligence can take many forms, examples of which are heuristic rules and knowledge about the application domain. These in turn can be built into the system by the programmer, as is the case with expert systems, or learned through a training period and/or during the operation of the algorithm. The resulting algorithms are ones in which the overall complexity is no longer exponential and, in many cases, is reduced to the point at which parallel processing becomes a practical means for meeting deadlines for realistic problem sizes. However, this reduction in complexity is typically traded for the optimality or quality of the solution.

In practice, intelligent search algorithms typically make use of parallel processing to meet deadlines by using several processors to initiate searches on non-overlapping regions of the search space. Parts of the search space are usually created as needed during the running of the algorithm to avoid creating an unmanageably large data structure. However, this dynamic aspect of many AI algorithms makes them more difficult to parallelize than, say, a matrix multiply, whose steps can be (statically) scheduled on \(N\) processors before the algorithm is run. It also leads to a number of issues that are still being explored by researchers and whose solutions will significantly impact the effectiveness with which parallel processing can be used to meet real-time deadlines. Some of the major issues are as follows: 1) dynamic load balancing and scheduling work among the processors; and 2) determining the order in which the search space is explored. Both of these issues have an important effect on the execution time of the algorithm (see Section 8.3). In fact, researchers have reported “superlinear speedup” (\(N\) processors complete the problem more than \(N\) times faster than 1 processor) for some AI algorithms involving heuristic searching. This would appear to contradict our earlier discussion on the limitations of parallel processing as a means to meet real-time deadlines. Closer inspection of examples of superlinear performance improvements shows that superlinearity comes from comparing the parallel algorithm with a poorly designed serial one, often one in which the search heuristic is incorrectly applied. This and related issues in the parallel processing of intelligent search algorithms has recently been explored in depth in the reference at the end of this section.

A number of parallel computers have been proposed that are aimed at AI applications. Figure 3 lists some of the most notable. Their status, which ranges from “commercially available” to “paper design”, is also shown, and it can be seen that a surprising number exist or are in an advanced state of development. Figure 3 is organized by language paradigm (functional, logical,
etc.) because many AI applications areas are bound to these paradigms. Although, in principle, each paradigm is capable of expressing any Turing computable function, it is not clear how well a particular machine will perform outside of its paradigm.
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7 Practices and Requirements for AI Applications

Mr. Bradley Allen, Presenter

AI applications are software systems that perform or support a task involving problem solving at some level of processing. Such applications can take a variety of forms: e.g., as stand-alone expert systems, or as large software systems with embedded knowledge-based components. AI applications can be characterized in one of two ways: in terms of what tasks they perform and in terms of how they are implemented. A discussion of real-time issues in AI applications must focus on what tasks performed by AI applications may have real-time aspects, and how such systems can be implemented so as to satisfy real-time constraints.

The problem-solving tasks that present-day AI applications accomplish can be divided into two categories: classification tasks and synthesis tasks. Classification tasks work from a description of an object and arrive at a classification that may be simply presented to a user or may determine actions to be taken. Such tasks include diagnosis, pattern recognition, and situation assessment. Synthesis tasks work from a description of desired goals and generate a plan for satisfying the goals. Example synthesis tasks include planning, scheduling, design and configuration. Real-time constraints in AI applications are driven by the time constraints imposed by the specific task to be performed.

Current practice is to implement AI applications in one of two ways: directly in a procedural language (e.g., Lisp or C), or in a very high level language that has an associated interpreter implemented in a procedural language i.e., using an AI application “shell”. The latter approach is by far the most frequently used, mainly for reasons of software productivity. For this reason, any discussion of real-time issues in AI applications must address the issue of AI application shells.

A variety of implementation-level characterizations for AI applications have evolved over the past two decades of work. These include rule-based architectures, model-based architectures, case-based architectures and connectionist architectures, as well as architectures that combine several of these. Each of these architectures has a number of characteristic algorithms that are used in their implementation. For rule-based architectures, implementation depends on algorithms such as resolution, unification, and matching. Model-based architectures depend on demand-driven inheritance and message passing. Case-based architectures use associative retrieval and object instantiation. Connectionist architectures primarily depend on value passing algorithms. The evolution of AI application shells has progressed from initial university prototypes on specialized hardware to commercially supported products available on widely-used machines, ranging from PCs to mainframes. The consequence of this progression is that arguments about the relative merit of implementation languages for AI applications (e.g., Lisp vs. Ada) or the need for specialized hardware support are beside the point. The real-time properties of AI applications depend mainly on the algorithms used in their implementation, and much less on the choice of implementation language or supporting hardware.

An important starting point for any effort to explore real-time issues for AI is to attempt to taxonomize AI applications from both the task and implementation perspectives. Once suitable taxonomies have been arrived at, the impact of real-time concerns on the choice of task and implementation can be determined. By focusing on the specific algorithms involved in each implementation, we can use concrete results about their complexity, boundedness, resource requirements, and decomposability into mandatory and optional sections to arrive at an analysis.
of the real-time performance of a given application. Because AI applications are increasingly embedded in much larger systems, an analysis of real-time performance of AI applications also involves a careful analysis of the real-time properties of the overall system of which they are a part.

Additional areas to be considered include machine learning, verification and validation, and explanation. Each of these areas are currently in transition from research to use in applications, and each has a variety of consequences for real-time AI applications. There is also a growing body of experience in the area of “soft” real-time AI application architectures (i.e., architectures designed to be “fast enough” in a non-quantitative sense for a particular application area) that those investigating hard real-time problems should consider.

In conclusion, real-time AI applications require a thorough analysis of both the real-time constraints encountered in typical problem-solving tasks and the algorithms used to implement the primitive operations in a problem-solving architecture. Real-time software researchers should formulate constraints relevant to a variety of problem-solving tasks, thus generating requirements for AI tool and application developers to satisfy. Developers should then satisfy these requirements by basing their architectures on a careful analysis of the computational characteristics of their underlying algorithms.

8 Presentation and Discussion of Recommendations

As discussed in the introduction, the initial set of working groups were combined into three groups for the working group sessions: 1) Requirements, Constraints and Algorithms, 2) Languages and Performance, and 3) Parallel AI. This section reports on the recommendations from each of the revised working groups.

In addition to the technical recommendations, the panel as a whole felt that the issues raised are extremely important and that there should be a continuing forum for discussion of this problem area. There was a call for another workshop within a year. Three groups were identified as technical communities that should be brought together: 1) the Real-time Computer community, 2) the Artificial Intelligence Community, and 3) the Intelligent Control community.

8.1 Requirements, Constraints and Algorithms

The first conclusion reached by this working group was that we do not even have a good definition of the problem yet. We are solving problems in a very ad hoc way, often without knowing the problem domain for which the proposed solution must work. There is much work to be done, both in defining the problem more completely and in developing new approaches and techniques for solving it. Among the research issues that this working group believes are important to address are:

1. Develop a requirements document giving the functional components of embedded AI systems:
This is the beginning point. Once this is in place, one can begin to address the problem in an organized manner. Without an adequate requirements description, one cannot be sure that one is addressing the right problems or that the techniques being developed will be useful. It was suggested that such a requirements statement be developed for a number of different applications.

2. Develop a systems/software architecture:

   Again it is suggested that several possible architectures be developed and experimented with.

   (a) Allow application time constraints to drive lower level designs.

      i. Develop and use temporal reasoning.

      ii. Develop and use knowledge-based scheduling.

   In view of the wide variation of time constraints that are known to occur in examples examined to date, this is a particularly important issue. If the time constraints can be incorporated into the architecture in a formal manner, then there is hope of automating the process of developing methods to satisfy them.

   (b) Develop techniques to characterize and control non-determinism.

   Non-determinism seems to fly in the face of all of the requirements of predictability expressed by the real-time computing community. Yet nondeterminism is a mainline characteristic of a number of modern computer languages for AI. A technique to allow constrained use of non-determinism could be very useful.

   (c) Develop an approach to verify the techniques used.

   Verification & validation (V & V) is currently a very important part of building real-time systems. The same will be true of embedded AI systems. It will be important to understand how, if at all, V & V will be different for these systems and what techniques must be used.

   (d) Study numeric vs. symbolic processing.

   Symbolic processing is widely used in AI systems, but rarely used in real-time computing. Nevertheless, it could lead to simpler problem expression or simpler expression of solutions. However, what are the predictability characteristics of symbolic processing?

   (e) Develop an interface between application programs and the scheduler: – Who does the scheduling? And at what levels of granularity?

   On the one hand, scheduling is not yet handled well enough that it can be automatically incorporated into systems. On the other, it is a burden and complexity one would not like the user to have to bear because scheduling requires information on all tasks in the system, not just the one the user is writing.

   (f) How does one reason about limited resources?

   In particular, limited time and memory resources are particularly important.

   (g) How does one quantify the quality of results? What is the tradeoff between quality and complexity?

3. Develop new characterizations of time constraints and new mechanisms for recovering from missed deadlines.
Examples given earlier in this document demonstrate that the current definition of deadline scheduling is insufficient to cover all important cases, and hence the solutions basis upon that definition are also insufficient to cover all important cases. Moreover, the consequences of missing deadlines need to be better understood. Some relaxation in the hardness of deadlines could significantly alter scheduling methods and results.

4. Develop a systems theory for knowledge-based control systems.

Just as there exists an extensive theoretical basis for servo control systems, a theory is needed for the rule-based systems that seem assured of playing a major role in embedded AI systems. When is a set of rules consistent? Complete? Stable? How is consistency maintained in the underlying distributed database that seems destined to become part of many systems?

It was also suggested that there may be a relation between the degree of intelligence and the precision of a system. This is illustrated in Fig. 4 which shows a hypothesized relation between precision and the different levels of AI involved in the system.

The working group suggested three directions of research they feel are promising:

1. Monotonic (or as they are sometimes called, Anytime) algorithms.

This allows algorithms to be divided in such a way that each increment of computation is assured of improving the result. Such algorithms make scheduling and resource management to meet time constraints easier by allowing trade-offs between result quality and time and resource requirements.

2. Resource bounded AI algorithms.

This seems essential for embedded systems.

This, again, seems essential. The level of intelligence that one might be able to achieve at any level may be proportional to the severity of the time constraints that must be met. On the other hand, the amount of preplanned "reflex" type action at a given level may be inversely proportional to the magnitude of the time constraints.

8.2 Languages and Performance

The Languages and Performance working group believes that there are a number of significant language and hardware oriented issues that must be addressed if progress is to be made on embedding AI applications into real-time systems. Considerable experimentation is required. To obtain different viewpoints and comparative approaches, the research should involve several research groups. Again, the proposed research issues reflect the belief that we do not yet fully understand the problem. The research issues recommended for study by this group are:

1. Build a repository for problems and solutions.
   It was suggested that the Software Engineering Institute (SEI) would be an appropriate place for the repository. SEI has good network connections to the rest of the research community, and is conducting work in related areas.

2. Language issues requiring study are:
   (a) Time abstractions.
       This is particularly important for distributed systems in which each node may have its own sense of time. The issues are not only developing some kind of updating policy (a number already exist), but determining the semantics of time that take into account the fact that clocks on different nodes will not have precisely the same values.
   (b) Sources of unpredictability.
       These need to be better understood. What are they? How does one identify them? Can they be bounded? Can better implementations remove the unpredictability? Performance measurement will likely be an important aspect of the needed work in this area. The development of suitable measurement techniques is thus also important.
   (c) Visibility of implementation choices.
       At present, compiler vendors make many implementation choices that significantly affect the predictability and performance of a compiler. Important examples are: the storage allocation scheme, the garbage collection mechanism, the task scheduling mechanism, and inter-task synchronization and communication mechanisms. Many examples of (unnecessarily) inefficient or unpredictable implementations have been found. Yet these mechanisms are almost always hidden from the user, and one seldom can find someone within the vendor that knows or will provide the information. Yet for real-time embedded applications, knowledge of this kind of information is essential. Again, measurement techniques are likely to be important.
   (d) Support for expressing distributed programs.
There is no commonly accepted way of expressing the distribution of a program, though there have been a number of proposals. Under what circumstances should it be done explicitly by the programmer? For many embedded systems, the distribution is fairly obvious, but the mechanisms for expressing the distribution do not exist. However, when one gets into the use of massively parallel systems, manual expression of distribution is probably not practical. To what extent can it be automated? How application dependent is it?

3. Develop application generators for real-time systems.

The complexity of embedded real-time AI systems will make it very difficult for practitioners to build good systems using current language tools. Higher level methodologies are essential if the ability to build such systems is to become widespread.

4. Study the significance of object-oriented design/implementation.

Object oriented design has gained great favor in recent times. There are many indications that it does, indeed, significantly improve programmer productivity and product reliability in non real-time situations. However, what are the implications of its use for real-time applications?

5. Build supportive development systems.

One of the major reasons that many researchers find rapid prototyping in Lisp to be very effective is the environment support that is typically provided with the systems. Syntax directed editors, pretty printers, incremental execution, etc. have been shown to be very useful. Not only are these kinds of tools needed for embedded AI systems, but new classes of tools addressing the timing and predictability issues will be needed.

6. There are relevant hardware issues as well:

(a) Provide adequate support in terms of mechanisms like timers.
(b) Ensure that there are no obstructions, e.g., priority mechanisms, that can prevent proper operation of real time scheduling mechanisms.
(c) Ensure that modern technology is available.

This issue is also an extremely important one. Most real-time computer implementations today are with relatively old hardware that is substantially below current day technology. The ability to use current hardware would make a substantial difference in what could be accomplished.

8.3 Parallel AI

During the course of the workshop discussion in this area, the following issues were raised:

1. What is the definition of an embedded AI system?
2. What classes of problems are suitable for parallel AI?
3. What is the model of the architecture for such systems?
4. Who schedules parallel tasks?

5. Deadline and computation decomposition – how can the compiler detect them for efficient use of parallel computation?

6. Load balancing, i.e., how can resources in a distributed system be scheduled and managed?

7. What is the minimum amount of information that must be specified to allow the design of a system?

8. Design methodologies for mapping real-time applications to parallel systems.

This led the Parallel AI group to begin by developing several block diagrams that they believe will help organize efforts toward designing and building an appropriate system. Figure 5 shows their view of a design methodology leading to the design of a parallel processing system for implementing an embedded AI system. Figure 6 shows the place of the design methodology in the broader scope of the embedded AI system being built.
Figure 6: Interpretation of a real-time embedded AI system.

Figure 7: Parallel Processor system for embedded AI systems.

It can also be expected that embedded AI systems will not be built entirely with homogeneous processors. Figure 7 presents a view of the interconnections between different kinds of processors that might be present in the system.

The working group then coalesced the issues into the following set of major issues, many of which were also identified by the other working groups:

1. Develop an architectural model of real-time embedded systems.

Once such a model is established, it will provide a conceptual framework within which
people can describe and talk about embedded AI systems in a meaningful way. It will also provide a basis for the development of a theory of such systems. Several system architectures should be developed and compared.

2. Definition of an embedded real-time AI system.

As expressed earlier, the working group does not feel that we yet have a full definition of the problem. The relationships between the characteristics of typical AI systems and the hardness of real-time systems constraints poses a problem. Once we do develop an adequate problem definition, it will be important to develop a design methodology for building these systems.

3. Compiler-detected vs. user-defined parallelism:

(a) What is the minimum amount of information that must be specified by the user in order to allow compiler detected parallelism?

(b) One must consider both deadline and computation decomposition.

4. Develop suitable application domains.

While a small number of examples of systems under development today exist, there is no general description of domains of problems for which embedded real-time AI systems are suitable. It is likely that there will be different problem domains that require (allow) the use of different techniques in their solution. The severity of time constraints, for example, might be one discriminator. An explication of several suitable problem domains would help one develop an understanding of the architectures and solution methods that could be employed to obtain solutions.
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