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Summary. We discuss how decentralized network resource allocation problems fit within the
context of mechanism design (realization theory and implementation theory), and how mech-
anism design can provide useful insight into the nature of decentralized network resource
allocation problems. The discussion is guided by the unicast problem with routing and Qual-
ity of Service (QoS) requirements, and the multi-rate multicast service provisioning problem
in networks. For these problems we present decentralized resource allocation mechanisms that
achieve the solution of the corresponding centralized resource allocation problem and are in-
formationally efficient. We show how the aforementioned mechanisms can be embedded into
the general framework of realization theory, and indicate how realization theory can be used
to establish the mechanisms’ informational efficiency in certain instances. We also present a
conjecture related to implementation in Nash equilibria of the optimal centralized solution of
the unicast service provisioning problem.

13.1 Introduction: Motivation and Challenges

Today’s fast paced world requires a vast amount of information exchange in or-
der to operate efficiently. With the various technological advances the number of
types of services being offered (e.g. telephone connections, live audio broadcasting,
live video broadcasting, library database access, e-mail, world wide web), is con-
stantly increasing. Each type of service imposes different Quality of Service (QoS)
requirements (e.g. delay, percentage of data packet loss, jitter) on the delivery meth-
ods. To address these needs extensive communication networks were developed in
the past century. Many of these networks (such as telephone networks) were initially
designed for the delivery of certain types of information and were later adapted to
accommodate new information exchange needs.

Most of today’s networks, called integrated services networks, support the deliv-
ery of a variety of services to their users. One of the main challenges in integrated
services networks is the design of resource allocation strategies which guarantee the
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delivery of different services, each with its own QoS requirement, and maximize
some performance criterion (e.g. the network’s utility to its users). The challenge in
determining such resource allocation strategies comes from the fact that the network
is an informationally decentralized system.

The topic of resource allocation for informationally decentralized systems has
been explored in great detail by mathematical economists in the context of mech-
anism design. In this chapter we discuss how decentralized network resource allo-
cation problems fit within the context of mechanism design, and how ideas from
mechanism design can provide useful insight into the nature of decentralized net-
work resource allocation problems. We first present a brief history of the develop-
ment of the ideas that led to the current state-of-the-art of the theory of mechanism
design (Section 13.2.1). Then, we present the key features of the two components of
mechanism design, namely, realization theory (Section 13.2.2) and implementation
theory (Section 13.2.3). To illustrate how network resource allocation problems fit
within the context of mechanism design, and how mechanism design can be used
to provide insight into the nature of network resource allocation problems, we con-
sider two classes of network problems: unicast service provisioning with routing and
QoS requirements, and multi-rate multicast service provisioning. We discuss these
problems in Section 13.3 from the realization theory point of view. We investigate
unicast resource allocation with routing from the implementation theory point of
view in Section 13.4. We conclude in Section 13.5, by summarizing our discussion
and identifying some open problems.

13.2 Mechanism Design

13.2.1 Historical background

Traditionally, economic analysis treated economic systems as one of the “givens.”
That is, it was assumed that for a given problem the structure of the economic system
considered in order to generate a solution is fixed.

At the turn of the last century, economists started to question the effect that the
structure of the system has upon the solution of the problem. Although the search for
a “better system” has been around at least since Plato’s Republic, this issue became
more relevant with the emergence of the socialist and capitalist economic systems.

One of the major issues that arose from the debate surrounding the virtues of the
socialist and the capitalist systems was the methodology in which resources should
be allocated. From the early stages of the debate most economists envisioned that
the resources in a socialist system would be allocated by the use of a centralized
coordinator, while in a capitalist system the resources would generally be allocated
through the use of a market. This debate attracted a lot of attention, with promi-
nent economists like Bukharin [15, 16], Dickinson [26], Doob [29], Kautsky [61],
Lange [70], Lenin [72], Lerner [73, 74], Marschak [80], Neurath [93], and Taylor
[130] arguing in favor of the socialist system; Pierson [105], von Hayek [135–139],
and L. von Mises [140] arguing in favor of the capitalist system; and Barone [10],
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Pareto[99–101], and Walras [141] contributing to the mathematical foundations.3

Yet, with all these contributions, very few fundamental results on resource allocation
theory were available until the 1930s. One of the major reasons for this was the lack
of mathematical tools required to tackle such problems. The research efforts in the
1930s along with the subsequent mathematization of classical welfare economics,
von Hayek’s work, and the developments on mathematical programming and game
theory set the mathematical foundations for the development of the theory of mech-
anism design.

In the 1930s three major research efforts relevant to the design of allocation
mechanisms began: i) the development of resource allocation methods for the social-
ist economy (with major contributors being Lange [70], Lerner [73, 74] and Taylor
[130]); ii) the efforts of Hotelling [37, 38] and Lerner [73] on marginal cost pricing
and consumer-producer surplus; and iii) the development of the “new welfare eco-
nomics” (with major contributions by Hicks [36], Kaldor [55], and Scitovsky [21]).
A decade later researchers began developing the mathematization of “classical wel-
fare economics” [3, 4, 7, 9, 24, 25, 66, 71].

In the late 1930s and early 1940s, von Hayek made the following key observa-
tions: (i) the amount of available information required and the amount of calcula-
tions needed by a central-control system in order to determine an optimal allocation
would be enormous; and (ii) the economic incentives provided by the market econ-
omy could not be reproduced by any of the socialist models. Von Hayek argued that
even with the use of “fast” algorithms, the problem required to be solved may be
overwhelming and no human or computer could calculate a solution. Von Hayek
also argued that the process of placing the “right” information in the hands of the
computing and decision making agencies may be very difficult. Since information is
dispersed throughout the economy (with no agent having full knowledge of the state
of the economy), it must be communicated among the economic agents in order for
a solution to be determined. This information exchange may be very costly, and in
many cases it may be impossible for a central-control agent to have full knowledge
of the state of the economy.

Following the initial results of the 1930s, three major lines of research had a great
influence on the development of resource allocation mechanisms and helped to es-
tablish a more comprehensive understanding of the main features of such problems:

• activity analysis and linear programming (Dantzig, Kantorovich, Koopmans),
• game theory and iterative solution procedures (von Neumann and Morgenstern,

George Brown, Julia Robinson),
• investigation of the relationship between linear/nonlinear programming, two per-

son zero-sum games and Lagrange multipliers (Gale, Kuhn, Tucker).

The early breakthroughs in the field of linear programming greatly influenced
the mathematization of classical welfare economics. Although linear programming
models are not able to handle goal conflicts due to the multiplicity of consumers as

3 For a more detailed presentation of the historical aspects of the socialist controversy we
refer the reader to [125].
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well as constraints arising from the decentralization of information, they are still a
very important step in analyzing and understanding multi-objective problems.

Game theory is concerned with the interactive behavior of “rational” man. It is
the study of mathematical models of conflict among rational decision makers. Game
theory provided general mathematical techniques for analyzing situations where two
or more decision makers’ decisions influence one another’s welfare. As such, game
theory offered insights of fundamental importance for researchers in many branches
of social sciences and technology, including resource allocation mechanisms.

Understanding the interplay between mathematical programming techniques and
zero sum games, along with the use of Lagrange multipliers (interpreted as shadow
prices in economic systems) helped to develop tools for analyzing general mecha-
nism design problems and provided a better perspective on solution methods.

The original work in classical welfare economics, von Hayek’s observations, and
the development of linear programming, game theory and Lagrange multipliers, set
the foundations for the formal development of mechanism design in terms of both
the “realization” and the “implementation” of Social Choice Rules (SRC’s) (goal
correspondences) by decentralized economic systems. Realization theory and imple-
mentation theory are the two basic components of mechanism design. We briefly
present the key features of realization and implementation theory next.

13.2.2 Realization theory

Formally, resource allocation problems can be described by the following triple:
environment, action space, and goal correspondence. We define the environment E
of such problems to be the set of individual endowments, the technology, and pref-
erences, taken together. More generally, the environment is defined as the set of cir-
cumstances that cannot be changed either by the designer of the mechanism or by the
agents. The action space A of the problem is considered to be the set of all possible
actions, (e.g. resource exchanges) conducted by the various agents. Finally, the goal
correspondence π is the map from E to A which assigns for every e ∈ E the set of
actions in A which are solutions to the resource allocation problem.

The setup described above corresponds to the case in which one of the agents has
enough information about the environment so as to determine the actions that would
satisfy the goal correspondence (i.e. the information in the systems is centralized).
Generally this is not the case. Usually, different agents have different information
about the environment (i.e. we have an informationally decentralized system). For
this reason it is desired/necessary to devise a message exchange process among the
various agents that eventually enables them to jointly take an action which corre-
sponds to a solution of the centralized problem. We call such a process of communi-
cation, decisions and actions a resource allocation mechanism.

The function of a resource allocation mechanism is to guide the agents (economic
or otherwise) to make decisions that determine the flow of resources. More specif-
ically, mechanisms provide rules, called response rules (or communication rules),
according to which agents communicate messages to other agents. These messages
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are generally generated based on the agents’ “private” information about the environ-
ment and prior messages received from other agents. To provide for a transition from
the dialogue to decisions and actions, the mechanism must also have an outcome rule
which specifies what actions are to be taken given the course of the dialogue. Gener-
ally, the mechanism rules may be deterministic or probabilistic; mathematically they
are expressed as functions or correspondences.

For simplicity we are going to consider the case in which our mechanism can
be represented by a tâtonnement process. This process consists of a communication
stage in which agents exchange formal messages in an iterative fashion, followed
by a decision process, and finally a translation of decisions into actions. The case in
which the communication, decisions, and actions overlap in time (a non-tâtonnement
process) require more general theory and will not be discussed here.

The first effort to formally study resource allocation mechanisms can be traced
back to Hurwicz’s work [40–43]. Hurwicz models the communication process by
means of a language and response functions, specifying how each agent determines
the message to be emitted at each stage of the iterative exchange of messages. After
the process of communication terminates, decisions are determined on the basis of
the state of information at the final stage of communication.

Formally, the mechanism model proposed by Hurwicz can be described by the
triple (M, μ, h) : a message space M, an equilibrium message correspondence μ,
and an outcome correspondence h. The message space is the set of messages that
may be exchanged by the agents. The equilibrium message correspondence describes
the sets of messages that the agents “agree” upon given any particular environment.
The outcome function describes the set of actions that are taken based on a particu-
lar set of “equilibrium” messages. The formulation above is depicted graphically in
Fig. 13.1 (cf. [110]).

Fig. 13.1. Message exchange for a decentralized system.

Realization theory is concerned with the existence and design of mechanisms
(M, μ, h) such that the diagram in Fig. 13.1 commutes. Hurwicz’s setup is quite
general and can incorporate many types of mechanisms. Given a specified goal corre-
spondence (alternatively called social choice rule or social welfare correspondence)
there may be several mechanisms (M, μ, h) such that the diagram of Fig. 13.1 com-
mutes. Each of these mechanisms may have different “communication” and “infor-
mation processing” characteristics. For example, in a market mechanism with an
“auctioneer” the messages exchanged could be prices and demands. In this model
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the auctioneer updates the prices according to the “excess demand” while the agents
update their demands based on the prices. In such a situation the message spaceM is
small but the “information processing” required until a final action is taken is large,
mainly because the process is iterative and the number of required iterations may
be very large (in theory they may be infinite). On the other hand, in a “central com-
mand” type of mechanism the messages are the signals the agents send to a “central
authority” so as to describe their environments. After receiving the agents’ messages,
the central authority calculates an optimal allocation of resources and sends the or-
der for action to the agents. In this situation, if the space of environments is “rich”
the “dimensionality” [69] of the message space required for communication is very
large. On the contrary, the amount of information processing is small because it takes
only one iteration to implement a centralized decision.

The characterization and classification of mechanisms in terms of their “commu-
nication” and “information processing” requirements is an open research area. So
far, research concentrated mainly on the “communication” requirements specifically
on the “dimensionality” [39–44, 81, 88] of the message spaceM required so that the
diagram in Fig. 13.1 should commute. Mechanisms (M, μ, h) that posses the afore-
mentioned commutative property, have a message space M of minimum “dimen-
sionality,” and satisfy some additional requirements (described below), have been
called “informationally efficient.” The characterization and comparison of mecha-
nisms according to their “information processing” requirements has received very
little attention. In the sequel we will state and discuss more precisely the conditions
under which “realization” theory was developed.

The following requirements are generally imposed on Hurwicz’s models:

R1. For each element of the environment e ∈ E there exists a non-empty set
of possible feasible actions. The notion of feasibility can usually be split into two
categories individual feasibility and compatibility. In particular:

1. In standard models of production economies, an agent’s individually feasible
actions are defined to be the set of actions formed by the agent’s production
function. Within the context of the network problems considered in Section 13.3
a user’s individual feasible actions are formed by the set of non-negative de-
mand vectors. On the other hand, the network’s individual feasible actions are
formed by the set of amounts of services that are delivered and satisfy certain
QoS requirements and the network’s capacity constraints.

2. We call an action incompatible if given two different input-output vectors of
two agents, one calls for an input which the other does not propose to supply.
Within the context of the network problems considered in Section 13.3 an action
is incompatible if in equilibrium a user requests an amount of service which
differs from the amount of service the network intends to supply.

R2. For each element of the environment the set of feasible actions that satisfy
the goal correspondence is non-empty.

R3. The actions generated by π must satisfy some sort of optimality criterion.
Examples of such criteria are: efficiency of production (defined by Koopmans [65]),
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optimality (introduced by Pareto [100] under the name of “ophelimity”4 maximiz-
ing), and socially welfare maximizing (defined by Bergson [13], Samuelson [113]
and Arrow [6, 8]).

R4. For any environment e ∈ E, μ(e) �= ∅; that is, for any environment there
exists a set of messages to which all agents “agree.”

R5. The maps π,μ and h satisfy the following relationship:

h(μ(e)) ⊆ π(e) ∀ e ∈ E. (13.1)

In other words, for any system environment, in equilibrium, the messages ex-
changed by the system agents enable the agents to take actions which achieve an op-
timal centralized solution. Mechanisms satisfying this assumption are also referred
to as non-wasteful.

R6. The non-wasteful criterion established above can sometimes be inadequate.
For example we can have the case where the equilibria of a given process always
favors one group of participants at the expense of others. We call such mechanisms
biased. To avoid biased mechanisms we require unbiasedness.

A formal test for unbiasedness can be viewed as follows: Suppose that we think
of our process as being formed of two stages. In the first stage the process “dis-
tributes parameters” (e.g. resources, information etc.) to the various agents, while in
the second stage we have a tâtonnement process. If for any environment e ∈ E and
any goal realizing action a ∈ π(e) there exists a set of distributional parameters such
that at the end of the tâtonnement process the agents take action a, then the process
is called unbiased.

R7. For any environment, the rules of the process lead the system to a uniquely
determined allocation. This requirement may be difficult to satisfy even in the case of
market-based economies. In such economies there may be multiple allocations which
are optimal for a fixed set of prices, however, all of these allocations have the same
utility for all the agents. We call such processes, where equilibrium indeterminacies
are trivial in nature, essential single-valued.

R8. There are two types of information regarding the environment agents have
access to: direct and indirect. The agent’s direct information is obtained through
observations of the environment. The indirect information is gathered by the agent
through the exchange of messages with other agents. We assume that an agents’
direct information is information pertaining only to himself and not to other agents.
We will refer to processes satisfying this property as informationally consistent.

When considering the equilibrium messages generated by agents, we call a pro-
cess privacy preserving when all the agents generate their messages based only on

4 Pareto was troubled with the concept of ‘utility.’ In its common usage utility meant the
well-being of the individual or society. Pareto realized that when people make economic
decisions they are guided by what they think is desirable for them whether or not that
corresponds to their well-being. Thus, he introduced the term “ophelimity” to replace the
worn-out ‘utility.’ Later, preferences replaced Pareto’s ophelimity.
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their own information about the environment. Hurwicz’s model restricts attention to
privacy preserving resource allocation mechanisms.

R9. Assume that the agents communicate with one another through a communi-
cation alphabet which permits them to communicate in one shot their direct infor-
mation (profile) to the other agents. Such a language in most cases is too complex
for consideration and hence is undesirable. Restricting the language may also not
be enough to alleviate this problem. Agents may be able to encode in a relatively
“simple” language their full profile. This type of encoding though may be done by
the use of equilibrium message and outcome correspondences which are highly dis-
continuous and resemble such functions as the Peano space filling curves [5]. Such
mechanisms are generally highly unstable (hence undesirable) since minor perturba-
tions/errors in communication will lead to drastically different/nonoptimal actions.
In order to alleviate problems such as the above, we introduce the following require-
ment: We impose extra conditions, such as spot threadiness, on the correspondences
μ and h.

Definition 1. A correspondence F : E � M is spot threaded if for every e ∈ E
there exists an open set Ue ⊆ E, and a continuous function f : Ue → M such that
f(e′) ∈ F (e′) for all e′ ∈ Ue.

We note that the first three requirements R1–R3 are constraints on the type of
problems considered, and they are defined independently of the mechanism. The
next four requirements R4–R7 are imposed on the mechanisms to be considered
and are generally referred to as (Pareto) satisfactoriness5. Mechanisms that satisfy
R8–R9 are called regular.

Realization theory was developed using subsets of the requirements above. To
proceed with a more formal description of the results on communication and infor-
mation processing requirements we need the following definitions:

Definition 2. We say a mechanism (M, μ, h) is goal realizing if it satisfies require-
ments R1, R2, R4 and R5.

Definition 3. We say that a mechanism (M, μ, h) is informationally efficient if it is
goal realizing and regular and it has a message space of a dimensionality which is
minimal among all the other goal realizing and regular mechanisms.

To the best of our knowledge, this definition of informational efficiency is differ-
ent from that appearing in most of the literature on realization theory. Our definition,
compared to the definition appearing in the literature, imposes more requirements on
the properties an informationally efficient mechanism must satisfy. We show that the
decentralized network resource allocation mechanisms we present in Section 13.3
are informationally efficient according to our definition of informational efficiency.

Most of the research on realization theory has dealt with the discovery of goal
realizing mechanisms that have a message space of minimum dimension among the
message spaces of goal realizing and regular mechanisms. Some of the key results

5 In many models requirement R7 is omitted in the definition of Pareto satisfactoriness.
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are: (i) the competitive process is Pareto satisfactory over classical environments6

[88, 89]; (ii) for classical environments, the competitive mechanisms are goal realiz-
ing and have a message space of minimum dimension among the message spaces of
goal realizing and regular mechanisms [40, 44, 88]7; (iii) competitive mechanisms
are informationally efficient for classical environments where the utility functions are
of the Douglas Cobb form [88]; (iv) for environments with public goods the Lindahl
mechanism is goal-realizing and has a message space of minimum dimension among
the message spaces of all goal-realizing and regular mechanisms [43, and references
therein]; (v) if the dynamics of allocation mechanisms are considered explicitly and
stability is required then the size of the message space has to increase [53, 90].

Work in [56, 108, 109] addressed issues related to the complexity of informa-
tion processing of goal-realizing mechanisms that have message spaces of minimum
dimension among the message spaces of goal-realizing and regular mechanisms.

13.2.3 Implementation theory

It is well known that the theory of organizational control systems is concerned
with two types of rules: operational and enforcement. The operational rules describe
how the system “should” operate, while the enforcement rules assure that the opera-
tional rules are followed. Enforcement rules fall within two categories: explicit and
implicit. While explicit enforcement rules generally use monitoring techniques in
order to control agents’ behavior in a system, implicit enforcement motivates agents
behavior by providing appropriate incentives.

In the previous section we defined a mechanism to be a set of operational rules,
according to which the system’s agents generate messages which lead to desired
actions. The question that arises is: Can we expect the agents to follow such rules?
The answer to the question above is provided by the theory of implementation.

The theory of implementation is generally concerned with strategic behavior of
allocation procedures, and generally studies implicit enforcing rules. It is concerned
with the design/discovery of “game forms” that implement, in some behavioral equi-
librium (solution concept), social choice rules/goal correspondences.

Specifically, N -agent “game forms” are defined as pairs of the form (M, h),
where M =

∏N
i=1Mi, Mi is the message space of agent i, i = 1, 2, . . . , N ,

and h : M → A. Thus, for each profile m := (m1,m2, . . . ,mN ) of messages,
h(m) ∈ A represents the resulting outcome or allocation. A game form is different
from a game as the consequence of a profile of messages is an outcome (alloca-
tion) rather than a vector of utility payoffs. Once a preference profile, i.e. a com-
plete, binary and reflexive preordering R(ei), that describes the ith agent’s prefer-
ences over alternatives in A when i’s environment is ei ∈ Ei, is specified for each
i = 1, 2, . . . , N , a game form induces a game.

6 A classical environment is defined to be a convex economy (i.e. concave utility functions
and convex constraint sets), free of externalities (an externality is present when wellbeing
of an agent is directly affected by the actions of another agent).

7 In [40, 44, 88] it is not required that the competitive mechanism should be regular in the
whole space of environments.
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The principal difference between a game form and Hurwicz’s original model,
described by (M, μ, h), is the following: In game forms the message correspondence
(described by μ in Hurwicz’s model) is not a design variable, but is induced by the
outcome function and the behavioral equilibrium concept (e.g. Nash, Bayesian Nash,
maxmin, undominated etc.).

A solution concept (or equilibrium concept) specifies the strategic behaviors of
agents (individuals, users) faced with a game form (M, h) given a preference profile
R(e) := (R(e1),R(e2), . . . ,R(eN )). Hence, a solution concept is a correspon-
dence Λ that identifies a subset ofM for any given specification (M, h,R(e)). We
define

QΛ := {a ∈ A|∃m ∈ Λ( (M, h,R(e)) ) s.t. h(m) = a} (13.2)

as the set of outcomes associated with the solution concept Λ.
To illustrate (13.2) consider a pure strategy Nash equilibrium as the solution

concept. For any given (M, h,R(e)) a pure Nash equilibrium is a message m :=
(m1,m2, . . . ,mN ) ∈M such that

h(m)R(ei)h(mi,m−i) (13.3)

for all i = 1, 2, . . . , N , and all mi ∈Mi, where

m−i := (m1,m2, . . . ,mi−1,mi+1, . . . ,mn).

Denote the messages satisfying (13.2) by NE( (M, h,R(e)) ). Then the set of
associated outcomes is

QNE( (M, h,R(e)) ) := {a ∈ A|∃m ∈ NE( (M, h,R(e)) ) s.t. h(m) = a}.
(13.4)

To precisely define how social choice correspondences are implicitly enforced
via game forms in some behavioral equilibrium we need the following:

Definition 4. A social choice correspondence π : E → A is implemented by the
game form (M, h) via the solution concept Λ if

QΛ( (M, h,R(e)) ) = π(e)

for all e ∈ E.

Definition 5. A social choice correspondence π : E → A is said to be imple-
mentable via the solution concept Q if there exists a game form (M, h) that im-
plements it.

The form of implementation above is called full implementation or strong imple-
mentation since it requires that the outcomes of a game form coincide with those of
the social choice correspondence. A weaker form of implementation (called weak
implementation) is one where for every e ∈ E,

QΛ( (M, h,R(e)) ) ⊆ π(e).
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A comparison between full implementation and weak implementation is pre-
sented in Thompson [133].

Within the context of implementation theory there have been significant devel-
opments in the characterization of social choice rules that can be implemented in
dominant strategies [20, 32]; in Nash equilibria [83–85, 112, 143]; or in refined Nash
equilibria such as subgame perfect equilibria [2, 87], undominated Nash equilibria
[1, 46, 48, 96], trembling hand perfect Nash equilibria [123]; or in Bayesian Nash
equilibria [45, 95, 97, 106]. Excellent survey articles on implementation theory are
[47, 85, 94]. These articles summarize the state of the art on implementation theory
up to the time of their publication.

Direct revelation game forms (otherwise called direct mechanisms or direct rev-
elation mechanisms) is a particular class of game forms that have a natural appeal
and have received significant attention. In direct revelation game forms Mi = Ei

for each agent i. In effect then each agent reports his own environment, but not
necessarily his true one. The interest in direct revelation game forms stems from
the revelation principle. The revelation principle is the observation that if a game
form (M,h) implements a social choice correspondence π (π : E � A), then
there exists a direct revelation game form (E, h∗) which has the following prop-
erties: (1) announcing one’s true characteristic is an equilibrium message; and (2)
h∗(e1, e2, . . . , eN ) = h∗(e) ∈ π(e) for all e ∈ E. Even though the direct reve-
lation game form has the aforementioned properties, it does not necessarily imple-
ment the social choice correspondence π. This is because the direct mechanism may
have multiple equilibria which give rise to outcomes which, for some e ∈ E are
not in π(e) (see [20]). Thus, one cannot conclude from the revelation principle that
all one ever needs to consider are direct revelation game forms. Only under certain
conditions (see [20]) a social choice rule π can be implemented by a direct reve-
lation game form. Most of the literature on implementation in dominant strategies
and in Bayesian equilibria has used truthful implementation, an implementation con-
cept that requires only that the truthful equilibrium of a direct revelation game form
(E, h∗) be in the choice set, i.e., h∗(e) ∈ π(e) ∀ e ∈ E.

13.3 Mechanism Design in Networks:
A Realization Theory Point of View

To illustrate how mechanism design can be used in networks we present two
classes of network resource allocation problems and discuss them from the realiza-
tion theory point of view. The two classes of problems are: 1) resource allocation
in unicast with routing and end-to-end Quality of Service requirements; and 2) rate
allocation in multi-rate multicast service provisioning. For these two problems we
present two distinct pricing mechanisms which achieve the solution of the central-
ized resource allocation problem, satisfy the informational constraints imposed by
the decentralization of information in networks, and are informationally efficient.
We show how these mechanisms can be embedded into Hurwicz’s abstract frame-
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work; in [125] we have shown how ideas from realization theory can be used to
establish the pricing mechanisms’ informational efficiency.

13.3.1 Unicast with routing and Quality of Service requirement

Problem formulation

We consider a set of users/agents, denoted by N = {1, 2, . . . , N}, requesting
various services from a network. For each user i ∈ N we denote by Mi the set of
types of services requested by that user. For each i ∈ N each service j ∈ Mi must
satisfy some sort of end-to-end Quality of Service (QoS) requirements denoted by
Fij . Assume that user i’s preference over the set of services it requests is summarized
by a utility function Ui(xi), where xi ∈ R

Mi
+ . We consider the network to be the

(N + 1)th agent.
The network is formed by a set of links L. For every l ∈ L, Kl denotes the set

of resources on link l. Denote by K �
⊗

l∈L Kl the set of resources available at the
different links of the network, and by the vector cK the amount resources at those
links. Define TL to be the topology of the network and RTL

to be the set of possible
routes over which each service requested from the network can be delivered. For
each user i ∈ N and for each service type j ∈Mi denote by Fij(RTL

,K) the set of
all resource allocations along all the possible routes of service j that guarantee the
end-to-end QoS requirements Fij . Also, for t ∈ RTL

, i ∈ N, and j ∈ Mi denote
by Fijt(RTL

,K) the set of all resource allocations along route t that guarantee the
end-to-end QoS requirements Fij .

The goal of the network is to allocate resources to the various services in order to
maximize a social welfare function described by the sum of the user utilities, while
satisfying the QoS requirements imposed by the offered services. Hence, the goal of
the network is:

max
x,RTL

∑
i∈N

Ui(xi) P

subject to:

xi ∈ R
Mi
+ ; P.a

ri,j ∈ Fij(RTL
,K); P.b∑

i∈N

∑
j∈Mi

xi
jr

i,j
l,k ≤ cl,k; P.c

For each user i ∈ N, each service j ∈Mi, any set of routes RTL
and any resource

availability K, the set Fij(RTL
,K) is well defined, compact and non-empty; P.d

The users’ utility functions are concave, strictly increasing and continuously differ-
entiable. P.e

In P.b and P.c, ri,j
l,k stands for the amount of resource of type k on link l assigned

to the service of type j requested by user i, ri,j represents the vector of resources
allocated to user i for service j, and cl,k is the amount of resource of type k ∈ Kl.
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In addition, the following informational constraints are present:

The network has no information about the users’ utility functions or the number of
users interested in services. P.f

Each user’s preferences over the particular services is his private information. The
users are unaware of the topology of the network, the amount of resources available
on each link, and method by which the network delivers their services. The users are
also unaware of the number of other users requesting services from the network, or
their utility functions. P.g

The assumption that the network manager has complete knowledge of the net-
work topology and resources is not an unrealistic one. For example, a corporate in-
tranet or VPN (virtual private network) may have a single provider of resources and
services, who is likely to have such knowledge about the network, and who will as-
sume the roll of network management in collecting aggregate excess demand on links
and adjusting link prices. In particular, some resource/service providers use very so-
phisticated network management tools to monitor in real time the proper functions of
a network (e.g., events such as congestion, fault, server ups and downs), and to issue
appropriate response/commands. Such monitoring requires complete knowledge of
the network (e.g., topology, resources, router/link capacities), as well as separate net-
work management protocols to pass information to and from the management site.
These tools can easily be used to acquire information on aggregate excess demands
and to adjust link prices.

The goal in unicast with routing and QoS requirements is to determine a mech-
anism that allocates resources in order to generate services for individual users, sat-
isfies the QoS requirements for all the services delivered, is social welfare maxi-
mizing8, and satisfies the aforementioned informational constraints. To achieve this
goal we present a market mechanism, which results in a solution of the centralized
optimization problem P–P.e and satisfies the informational constraints P.f–P.g.

Unicast service provisioning has received significant attention. Most of the re-
sults on decentralized resource allocation in unicast service provisioning, currently
available in the literature are based on pricing mechanisms [17, 19, 22, 33, 49, 54,
62, 64, 76, 78, 79, 91, 92, 103, 104, 131, 142]. These publications have addressed,
either by analysis [19, 22, 33, 49, 62, 64, 76, 78, 92, 131, 142], or simulation and
analysis [17, 33, 91, 103, 104], a subset of the issues outlined in the goal of the uni-
cast problem stated in the previous paragraph. A significant number of publications
have dealt with single link networks [22, 91, 104, 142], or with the allocation of a
single resource per connection [22, 33, 49, 64, 78, 91, 92, 104, 142].

Market mechanism

We proceed as follows: First, we describe a competitive market economy con-
sisting of service providers, users and an auctioneer. Then, within the context of this
8 The social welfare function in this work is characterized by the sum of individual user

utility functions.
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market we specify a procedure, used by the auctioneer, which leads to a resource
allocation that achieves a solution of Problem P.

Description of the market
In our market, for conceptual clarity, we assume that the network consists of a

service provider and an auctioneer. Under this assumption, the economy consists of
the following three types of agents: a service provider, users and an auctioneer. The
auctioneer sets the prices per unit of resource at each link. The price of resource k
at link l is denoted by λl,k. The service provider and the users are price takers. They
act as if their behavior has no effect on the equilibrium prices reached by the market
allocation process. The service provider uses the network’s resources and the prices
λl,k, specified by the auctioneer, to set up services and the corresponding prices for
each unit of these services. Then, it announces the price per unit of service for each
service to the users. Based on the announced prices, each user decides the type of
services and the amount of each service it should request.

We observe that the price taking assumption and the fact that we try to maximize
the sum of the users’ utilities imply that: (i) the service providers will not attempt to
make a profit; and (ii) the service prices are directly derived from the resource prices.

Below we describe each type of agent in more detail.

Service providers: The users request services from the service providers. Each of
these requests is described by the origin, destination and the minimal level of quality
of service required. The services are indexed by the (i, j) pair, with i ∈ N repre-
senting the user and j ∈Mi representing the service type. For each pair (i, j) there
exists a set Ti,j of possible routes that can be used. Denote by Vijt the set of links
forming route t ∈ Ti,j . The service provider allocates resources ri,j,t(λ) ∈ Vijt so
that the minimum cost for the service and the lowest acceptable level of quality of
service are attained. We assume that each service can not be distributed over multiple
routes.

Since the service provider is not a profit maker, it allocates resources for each
type of connection by solving:

ri,j,t(λ) ∈ argmin
ri,j,t∈Fi,j,t

∑
l∈Vijt

∑
k∈K

λl,kr
i,j,t
l,k (13.5)

where i ∈ N, j ∈ Mi, t ∈ Ti,j . For each (i, j) pair, equation (13.5) generates a
set of allocations that result in a minimum price per unit of service for each route
t ∈ Ti,j . Then, the service provider computes the price per unit of service for route
t,

pi
j,t(λ) =

∑
l∈Vijt

∑
k∈K

λl,kr
i,j,t
l,k , (13.6)

where ri,j,t
l,k are determined by (13.5). Finally, the service provider computes, for

each i ∈ N, j ∈Mi, pi
j(λ) = min

t∈Ti,j
pi

j.t(λ) (13.7)
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and announces the prices pi
j(λ), i ∈ N, j ∈Mi, to the users. If for some (i, j) there

are two or more routes of minimum price, the service provider picks one of these
routes.

Users: Users request one way connections from the service provider. Based on the
price pi

j(λ), announced by the service provider, the users demand a number of con-
nections determined by

xi(p) ∈ argmax
xi∈Xi

[
ui(xi)−

∑
j∈Mi

xi
jp

i
j(λ)
]
, ∀ i ∈ N. (13.8)

Auctioneer: The role of the auctioneer is to regulate the prices of the resources. He
does this based on the aggregate excess demand vector z(λ, t):

zl,k(λ, t) �
∑
i∈N

∑
j∈Mi

(
xi

j(λ)ri,j,t
l,k (λ)

)
− cl,k (13.9)

where l ∈ L, k ∈ K, and ri,j,t
l,k is determined by (13.5)-(13.7).

The tâtonnement process
We present a tâtonnement process, specified by an algorithm, called Algorithm

1, that describes how the market works. The algorithm proceeds iteratively as fol-
lows:

Step 1: The auctioneer announces prices λ for the resources at each node of the
network. The users announce their desired services to the service provider.

Step 2: Based on the auctioneer’s announcement, the service provider computes
the minimum price per unit of service according to (13.5)–(13.7). The service
provider announces these prices to the users.

Step 3: Based on the prices p announced by the service provider, the users request
services in the amount x(p) satisfying (13.8).

Step 4: Based on the service demand vector x(p), the auctioneer computes, through
(13.9) the excess demand vector z(λ).

Step 5: If z(λ) ≤ 0 then the process ends. Otherwise the auctioneer changes the
prices λ of resources according to a specific mechanism based on Scarf’s algo-
rithm which is described in detail in [125, 129, 132], announces new prices, say
λ′, and the process is repeated from Step 2 on.

Embedding into Hurwicz’s framework

We embed the unicast routing problem, formulated in Section 13.3.1, within the
framework of Hurwicz’s model described in Section 13.2.2.

The resource allocation problem:
As presented in Section 13.2.2, a resource allocation problem can be described

by the following triple: environment, action space, and goal correspondence.
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Environment: “Characteristics” of a particular agent i, say ei, is called the lo-
cal environment of i. The set of all possible environments of i is denoted by Ei.
The (system) environment is a tuple consisting of the local environments of all
agents and is denoted by e. The set of possible system environments is denoted by
E := (⊗i∈NE

i)⊗ EN+1.
For the network Problem P the local environment Ei of each user i is the set of

differentiable concave functions on R
K
+ . The local environment of the network is the

set EN+1 � {{TL} × {RTL
} × {K} × Fij(RTL

,K)× {cK}}.

Action Space: The set of possible actions taken by the system is called the action
space of the system, and is denoted by A . For Problem P the action space is the
feasible region of P.

Goal Correspondence: The relation between the environments and the (desired) ac-
tions of the system is represented by a point-to-set map, called the goal correspon-
dence / social choice rule / social welfare maximizing rule, and is denoted by π. For
Problem P, π : E � A is defined as follows:

π(e) := argmax P (e). (13.10)

Mechanism specification
A mechanism in equilibrium correspondence form is characterized by the fol-

lowing triple (M, μ, h), whereM is the message space, μ is the equilibrium corre-
spondence, and h is the outcome function.

Message Space: The set of messages chosen for communication by the designer is
called the message space, and is denoted by M. The size of a finite dimensional
message space M is defined to be the dimension [69] of the smallest real vector
space in which there is an open set W such thatM⊆W . The size ofM is denoted
by dimM.

In the allocation mechanism described above (see [129] for details), two types of
messages are exchanged among agents:

• The prices per unit of service for each service are communicated by the network
to the users. We denote by p := (p1, p2, . . . , pq) the vector of prices, where q is
the number of network services available for delivery.

• The demands for services communicated by the users to the network. We denote
by x := {xi

j |i ∈ N, j ∈Mi} the vector of user demands.

Thus, the message space for Problem P has dimension equal to the number of
user demands

∑N
i+1 |Mi| (where |.| denotes the cardinality of the set) plus the num-

ber of different services supplied by the network.

Equilibrium Correspondence: The relation between the environment and a mecha-
nism’s equilibrium messages is represented by a point-to-set map, called equilibrium
correspondence, and denoted by μ(: E � M). The individual equilibrium corre-
spondence of participant i, denoted by μi : Ei � M, represents a relationship
between the local environment of i and the terminal messages emitted by i.
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To capture the private nature of the initial distribution of information, we require
the following privacy-preserving property to be satisfied:

μ(e) = ∩iμ
i(ei). (13.11)

To determine the equilibrium correspondence for the first N agents (the users)
we define the Lagrangian function Λ(x, λ) (see [12]) of Problem P:

Λ(x, λ) :=
∑
i∈N

∑
j∈Mi

xi
jr

i,j
l,k + λl,k(cl,k −

∑
i∈N

∑
j∈Mi

xi
jr

i,j
l,k) (13.12)

with λl,k being the Lagrangian multiplier corresponding to the kth resource on the
lth link.

Using the first order optimality conditions, we define the equilibrium correspon-
dence of the first N agents (the users) as follows:

μi(Ui(xi)) := {(p, x) ∈M| ∂
∂xi

j

Ui(xi)− pi,j ≤ 0;xi
j(

∂

∂xi
j

Ui(xi)− pi,j) = 0}

(13.13)
where p is the vector of prices for the services requested by the users, x is the vector
of demands requested by the users, xi is the vector of demands requested by user i
and xi

j is the demand of user i for service j.
From equation (13.12) and the Karush–Kuhn–Tucker (KKT) conditions, the

equilibrium correspondence for agent N + 1 (i.e. the network) is:

μN+1(TL ×RTL
×K× cK × Fij(RTL

,K))

:= {(p, x) ∈M|
∑
i∈N

∑
j∈Mi

xi
jr

i,j
l,k ≤ cl,k, r

i,j ∈ Fij(RTL
,K),

λl,k(cl,k −
∑
i∈N

∑
j∈Mi

xi
jr

i,j
l,k) = 0,

pi,j =
∑

l∈L,k∈K

ri,j
l,kλl,k}. (13.14)

Outcome Function: A function which translates messages into actions is called an
outcome function, and it is denoted by h(: M → A). In Problem P the outcome
function is h(p, x) := x.

Key results

The main features of the market mechanism of Section 13.3.1 are:

• The mechanism achieves the solution of the centralized resource allocation prob-
lem P and satisfies the informational constraints P.f and P.g. (see [125, 129, 132]).
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• The dimension of its message space is a lower bound on the dimension of the
message space of any goal-realizing and regular mechanism for routing in unicast
with QoS requirements. (See [125].)

• In the case of rate allocation with fixed routes and without QoS the mechanism
is informationally efficient.9 (See [125, 128].)

13.3.2 Multi-rate multicast

Problem formulation

Let N = {1, 2, . . . , N} denote the set of users/agents requesting various services
from a network. We assume that the network consists of a set of L unidirectional
links, with a topology denoted by TL, and each link l ∈ L having finite capacity cl.
There is a set M of multicast groups. Each multicast group is a tree. Each multicast
tree m ∈ M is specified by {sm, Rm, Lm}, where sm is the unique source node,
Rm is the set of receiver nodes, and Lm is the set of links used by the group.

We denote by R � ∪m∈MRm the set of all receivers over all the multicast
groups, and by Rl,m the set of all the receivers of multicast group m ∈M using link
l ∈ L.

We assume that a unique user is connected to each receiver node r ∈ R. Each
user r has a utility function Ur(xr), where xr is the rate at which r receives data.
This utility function can be interpreted either in terms of the perceived quality of the
service received or the amount paid in order to receive the service.

We make the following assumptions:

Assumption 1. The utility functions Ur(xr) are strictly concave, differentiable and
increasing.

Assumption 2. The rates xr are assumed to be continuous variables.

Assumption 3. Rate allocations are done along fixed multicast trees with a fixed
number of users.

Under the assumptions above, we consider the following network multi-rate mul-
ticast problem:

max
xr,r∈R

∑
r∈R

Ur(xr) Max 1

subject to: ∑
m∈M

max
r∈Rl,m

xr ≤ cl, ∀ l ∈ L, Max 1.a

xr ≥ 0, ∀ r ∈ R, Max 1.b

9 Our notion of informational efficiency imposes more requirements on the properties of a
mechanism than the standard notion of informational efficiency. To the best of our knowl-
edge an analysis similar to that presented in [125, 128] was conducted only within the
framework of production economies where the agent utility functions are of the Douglas
Cobb form [88] or quadratic form [81].
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the informational constraints P.f and P.g of Section 13.3.1, and the following addi-
tional constraint:

Users are unaware of the method used for service delivery (e.g. unicast vs. multicast).
P.h

Constraint Max 1.a is known as the capacity constraint. For this constraint to be
satisfied, on each link, the sum of the rates used by each multicast tree can not exceed
the link capacity. The capacity constraint ensures that for all the multicast trees, the
rate on each branch of a tree is less than or equal to the rate on its parent branch.

Assumption P.h is critical in what follows, as it justifies the price-taking assump-
tion we make in the sequel. If the method of service delivery is known to the users,
then the mechanism proposed in Section 13.3.2 for the solution of problem Max 1
together with P.f–P.g may not be appropriate for multi-rate multicast service provi-
sioning. This is because in this situation common links have features of public goods,
and the mechanism proposed in Section 13.3.2 leads to the “free rider” problem [82,
Chapter 11], which in the case of multi-rate multicast service provisioning manifests
itself as follows: users who use a common link and demand less than the rate in the
link do not participate in the price-sharing of the link (see [125, 126]).

The multi-rate multicast problem with the features above is an information-
ally decentralized resource allocation problem where there are two distinct types
of agents: network (network manager) and users. A major difference between the
multi-rate multicast (under the assumptions above) and unicast is the fact that users
connected to the same multicast tree receive service over “common links.” Thus, to
determine optimal (with respect to the performance criterion defined in Max 1) rate
allocations in multi-rate multicast service provisioning one must find how the prices
of “common links” should be shared by their users.

The goal in multi-rate multicast is to develop a mechanism for rate allocation
along the various multicast trees in order to: (i) generate services that maximize a
social welfare function consisting of the sum of individual user utility functions; and
(ii) satisfy the informational constraints P.f–P.h.

Multicast service provisioning problems have received significant attention. Within
the context of single rate and multi-rate multicast service provisioning, studies
have addressed issues of bandwidth/rate allocation [23, 31, 57, 59, 111, 115–
119, 122, 134], routing [27, 28, 102, 121, 144] and reliability [30, 34, 60]. Most of
the literature on rate allocation is done via the notion of fairness [23, 31, 111, 115–
119, 122, 134], specifically, max-min fairness [14] and proportional fairness [63].
In particular, [119] develops a unified framework for diverse fairness objectives via
the notion of fair allocation of utilities. A more general approach to rate allocation
is via utility maximization. Utility maximizing is more general because rate allo-
cation with the fairness property is utility maximizing when the utility has a spe-
cial form [23, 86, 119, 122]. Although utility maximization has been extensively
studied within the context of unicast rate allocation to achieve congestion control
[11, 58, 62, 64, 67, 68, 75, 129, 132], relatively fewer studies approached the multi-
rate multicast allocation problem via a general utility maximization formulation, with
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the notable exceptions being [23, 57, 59]. Problem Max 1 together with Assumptions
13.3.2–13.3.2 and constraints Max 1.a, Max 1.b, P.f–P.h is similar in spirit to those
formulated and analyzed in [23, 57, 59]. However, the decentralized resource alloca-
tion mechanism presented in this chapter is different from the mechanisms proposed
in [23, 57, 59]. The development here follows [125, 126], where all the details of the
proposed algorithm and of the key results can be found.

In the next section we present a market-based pricing mechanism that satisfies
the informational constraints imposed by the nature of the network problem, and
achieves a solution of the centralized optimization problem Max 1. This market
mechanism is based on a price splitting algorithm and on properties of price splitting,
all of which are presented formally in [126].

Market mechanism

We proceed as follows: We first describe a competitive market economy con-
sisting of two types of agents: network and users. Then, within the context of this
market we specify an iterative procedure (a tâtonnement process) which leads to an
allocation that achieves a solution to Problem Max 1.

Description of the market
The market economy is composed of two types of agents: network (or network

manager) and users. The network communicates directly with each user, and the
users do not communicate with one another. The messages exchanged by the market
agents are service prices and service demands.

For conceptual clarity we decompose the network manager into two distinct en-
tities: service provider and auctioneer. The market features and the relations among
the market agents are as follows: The resource traded at each link is the available
communication rate. The rate price at link l ∈ L is denoted by λl. The prices λl,
l ∈ L, are set by the auctioneer. Based on λl, l ∈ L, the service provider sets up
prices per unit of rate along each path of each multicast tree and communicates these
prices to the users. Based on the service prices announced by the service provider
the users demand a certain amount of service from the network in order to maximize
their utility functions. Based on user demands the auctioneer updates the price per
unit of rate at each link of the network.

We make the assumption that the service provider and users are price takers. They
act as if their behavior has no effect on the equilibrium prices reached by the market
allocation process. As pointed out in Section 13.3.2, this assumption is justified by
P.h, that is, the fact that the users are unaware of the type of service received and
they do not know the number of other users requesting service from the network.
The price taking assumption and the fact that we try to maximize the users’ utilities
imply that: (i) the service provider will not attempt to make a profit; and (ii) the
service prices are directly derived from resource prices.

Below we describe each type of agent in more detail.
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Service provider: The service provider receives from the auctioneer a rate price λl

for each link l of the network. Based on these prices, it has to compute the price per
unit of rate for each user.

A major challenge in solving multi-rate multicast problems through pricing is
the determination of the set of user service prices from the set of link prices. This
challenge comes from the fact that for each link which is common to multiple users
of a multicast tree one needs to determine the portion of the price which is incurred
by each of the users sharing the link. These price shares need to be determined in a
way that satisfies the informational constraints imposed by the nature of the network
multi-rate multicast problem.

In [126] we present a distributed algorithm which for a fixed set of link prices λ
computes a set of link price shares γ(λ). Based on these price shares γ(λ) the algo-
rithm also computes the service prices p(r, λ) � p(r, γ(λ)) which generate demands
that maximize the total user utility along any multicast tree for the fixed set of link
prices λ.

Users: Users are price takers and request service from the service providers. For each
user r of the multicast tree m ∈ M the service provider announces a service price
p(r, λ). Based on p(r, λ), user r determines its desired service rate by solving:

xr(p(r, λ)) � argmax
x
{Ur(x)− p(r, λ)× x}. (13.15)

Auctioneer: The role of the auctioneer is to regulate the prices of resources, based on
the aggregate excess demand vector z(λ),

zl(λ) �
∑

m∈M

max
r∈Rl,m

xr(p(r, λ))− cl (13.16)

at every link l ∈ L.

The tâtonnement process

We present a tâtonnmment process, described by an algorithm, called Algorithm
2, that describes how the market works. The algorithm proceeds iteratively as fol-
lows:

Step 1: The multicast trees are fixed.
Step 2: The auctioneer announces prices λ := {λl, l ∈ L} per unit of rate at each

link of the network.
Step 3: The service provider receives the link prices λ announced by the auc-

tioneer. Given the link prices λ, the service provider communicates with the
users via an iterative process in order to determine the optimal service prices
p(λ) := {pi(λ), i = 1, 2, . . . , N}. During the iterative process the service
provider and the users exchange prices per unit of service p and service de-
mands x(p), with x(p) satisfying (13.15). This iterative process is described in
detail in [126, Section IV, Appendix A]. During the iterative process between
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the service provider and users, the auctioneer checks if the sign of the excess
demand function z(λ) is positive on some link or negative on all links.

Step 4: If at the end of Step 3 z(λ) ≤ 0 the process ends. Otherwise the auctioneer
changes the prices λ of resources according to a specific mechanism based on
Scarf’s algorithm (which is described in detail in [125, 126, 132]), announces
new prices, say λ′, and the process is repeated from Step 3 on.

Fig. 13.2. Market mechanism.

The steps above are pictorially shown in Fig. 13.2. The figure illustrates the fact
that the algorithm contains two loops: an outer loop and an inner loop. The inner loop
describes the iterative process used by the service provider to determine user service
prices p(λ) (hence user demands) for fixed link prices λ set by the auctioneer. For
fixed λ the inner loop also determines how prices of links that are common to many
users are optimally shared by these users. The outer loop determines the iterative
process used by the auctioneer to determine link prices based on excess demand.
The iterative process of the inner loop is guided by the results of [126, Section III]
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and is presented in [126, Section IV, Appendix A]. The iterative process of the outer
loop is guided by Scarf’s Algorithm [120].10

Embedding into Hurwicz’s framework

We embed the multi-rate multicast problem, formulated in Section 13.3.2, within
Hurwicz’s abstract framework described in Section 13.2.2.

The resource allocation problem:

Environment: For the network Problem Max 1, the local environmentEi of each user
i is the set of differentiable concave functions on R+. The local environment of the
network is the set EN+1 � {{TL}×{L}×{M}×{cL}}. The system environment
is denoted by E := (⊗i∈NE

i)⊗ EN+1.

Action Space: The action space is the feasible region of Problem Max 1.

Goal Correspondence: For problem Max 1, π : E � A is defined as follows:

π(e) := argmax Max 1 (e). (13.17)

The environment, action space and goal correspondence describe the resource
allocation problem.

Mechanism specification

Message Space: In the pricing mechanism proposed in Section 13.3.2 for solving
Problem Max 1, two types of messages are exchanged among agents:

• To each user i the network communicates a service price pi.
• Each user i communicates a service demand xi to the network.

Thus, the message space for Problem Max 1 has dimension equal to the number
of user demands

∑
m∈M |Rm| (where |.| denotes the cardinality of the set) plus the

number of service prices11.

Equilibrium Correspondence: Using the first order optimality conditions, we define
the equilibrium message correspondence of the first N agents (the users) as follows:

μr(Ur(xr)) := {(pr, xr) ∈M|
∂

∂xr
Ur(xr)− pr ≤ 0;xr(

∂

∂xr
Ur(xr)− pr) = 0}.

(13.18)

10 It may be possible to use algorithms other then Scarf’s at the outer loop, however, to prove
convergence of such algorithms we may need to impose additional constraints on the users’
utility functions (e.g. second order differentiability of the utility functions).

11 In this setup since no two services are identical (i.e. no two services are part of the same
multicast tree and are delivered over the same links) the number of service prices is equal
to the number of user demands.
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To present the equilibrium message correspondence for the network, we consider
the following problem:

max
xr,r∈R

∑
r∈R

Ur(xr) Max 2

such that: ∑
m∈M

xrl,m
≤ cl, ∀ l ∈ L, ∀ rl,m ∈ Rl,m. (13.19)

xrl,m
≥ 0, ∀ l ∈ L, ∀ rl,m ∈ Rl,m (13.20)

where rl,m denotes a receiver on the mth multicast tree that employs link l.
Let |M | denote the number of multicast trees in the network. We define the set

Φ(l) � {
(
rl,1, . . . , rl,|M |

)
: rl,i ∈ Rl,i, 1 ≤ i ≤ |M |}, to be the set of |M |-

tuples, each tuple consisting of one receiver from each multicast tree, and every
receiver of each tuple is downstream from link l ∈ L on its respective multicast
tree. We note that the number of elements in Φ(l) corresponds to the number of
constraints for link l in the set of equations (13.19). We denote by rl an element of
Φ(l), and by rl,m a receiver on the mth multicast tree of rl. Note that if for some
multicast tree m ∈ M and some link l ∈ L, Rl,m = ∅, i.e. link l is not part of
the multicast tree m, then we let the rl,m entry of the rl tuple be empty, i.e. no
receiver from multicast tree m is assigned to any of the rl tuples. We define the set
Φ(l, r) � {

(
rl,1, . . . , rl,|M |

)
: r ∈

{
rl,1, . . . , rl,|M |

}
, rl,i ∈ Rl,i, 1 ≤ i ≤ |M |} to

be a subset of Φ(l) where all the tuples contain receiver r.
Using the notation above we can rewrite equation (13.19) as follows:∑

m∈M

xrl,m
≤ cl, ∀ l ∈ L, ∀ rl ∈ Φ(l).

Then, the Lagrangian function for Problem Max 2 can be expressed as:

Λ(x, γ) �
∑
r∈R

Ur(xr)−
∑
l∈L

∑
rl∈Φ(l)

ζrl

( ∑
m∈M

xrl,m
− cl
)

(13.21)

where ζ � {ζrl
: ζrl
∈ R+, rl ∈ Φ(l), l ∈ L}.

Consequently, the first order optimality conditions are:

ζrl
(
∑

m∈M

xrl,m
− cl) = 0, (13.22)

(∂Ur(xr)
∂xr

−
∑
l∈Lr

∑
rl∈Φ(l,r)

ζrl

)
= 0 (13.23)

where Lr is the set of links connecting receiver r to the source.
From equations (13.22) and (13.23), the equilibrium correspondence for agent

N + 1 (i.e., the network) is:
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μN+1({TL} × {L} × {M} × {cL})

:= {(p, x) ∈M|
∑

m∈M

max
r∈Rl,m

xr ≤ cl, ζrl
(
∑

m∈M

xrl,m
− cl) = 0,

pr =
∑

rl∈Φ(l,r)

ζrl
} (13.24)

where p := (p1, p2, . . . , p|R|) is the vector of prices for the services requested by the
users, and x := (x1, x2, . . . , x|R|) is the vector of demands requested by the users.

Outcome Function: In Problem Max 1 the outcome function is h(p, x) := x.

Key results

The main features of the market mechanism of Section 13.3.2 are:

• It achieves the solution of the centralized problem Max 1, and satisfies the infor-
mational constraints (P.f) and (P.g) (see [125, 126]).

• It is informationally efficient (see [125]).

13.3.3 Discussion

In Sections 13.3.1 and 13.3.2, we presented an approach for optimal resource al-
location for both unicast with routing and QoS requirements, and multi-rate multicast
service provisioning. The main features of this approach are:

(1) The objective to maximize the total value of the network to its users.
(2) The agents are price takers in the markets in which they participate.
(3) The users’ utility functions ui are quasi-linear, continuously differentiable, and

strictly concave.
(4) There is no cost associated with the supply of network resources.

We now briefly discuss and critique each one of the features above separately.
For more details we refer the reader to [125, 126, 129, 132].

(1) In the problems considered we assumed that the objective function of interest
was to maximize the sum of individual network users’ utility functions. It may not
be obvious why this is a reasonable objective to consider.

It is important to realize that our point of view is primarily normative, not de-
scriptive. That is, we have taken a particular objective function—one which we be-
lieve is often reasonable—and studied whether a network resource pricing scheme
exists that can achieve an optimum for that particular function, and how one might
implement that allocation with a market-based algorithm. Thus, we have demon-
strated the feasibility of using pricing to achieve a particular performance goal. We
are not claiming that this goal describes any particular actual network environment.
Nor are we making the stronger normative claim that this objective function should
be adopted in any particular setting.
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We do, in fact, believe that maximizing the sum of user utilities is a reasonable
description for a wide variety of network allocation problems. Suppose we are con-
sidering a corporate intranet. If the corporation’s overall objective is to maximize
its profits (in present value), then the appropriate interpretation of our problem is to
define each user’s “utility” as that user’s contribution to corporate profit as a function
of the network services it consumes. In other words, the corporation is not (directly)
interested in how personally happy an employee is with the network, but on how
much the network enhances the employee’s productivity. Then the sum of user util-
ities will be the contribution of network services to corporate profits, which is pre-
cisely the firm’s objective function for this part of the overall management problem.
Although it may seem difficult to come up with a reasonable representation of the
effect of network services on each user’s contribution to corporate profits, at some
level this is precisely the problem corporations need to solve for allocating equip-
ment, office space, subordinates and so forth to each employee—it is well beyond
the scope of our research to worry about how the corporation specifically formulates
these valuation functions.

Thus, although our method of using prices to allocate network resources cannot
be directly applied to every allocation problem with any reasonable objective func-
tion, we believe that it has broad applicability to many existing situations. In any
case, when our objective function is the desired goal, we have carefully analyzed the
existence and implementability of a pricing scheme to support that objective.

(2) For the problems presented in Sections 13.3.1 and 13.3.2, we have imposed the
price-taking assumption to the agents of the market economy. How useful is the
price-taking assumption? It is not essential for a proof that an algorithm exists that
will clear the markets and reach some equilibrium allocation of network resources.
However, in general, that allocation will not be a solution of our original optimization
problem.

As a general matter we could show that equilibrium allocations based on behav-
ior other than price-taking will lead to less efficient allocations, that is, allocations
that do not maximize the sum of user utilities subject to the technology constraints.
Therefore, we did not consider markets in which agents exhibit different types of
strategic behavior, but limited ourselves to the price-taking behavior that we can
show can be harnessed to yield a solution to the centralized optimization problem.

Restricting attention to the price-taking case may not in practice be as restrictive
as it seems. Consider the example of a corporate intranet with a single monopoly
provider of resources and services. If the management instructs the resource and
service provider to behave “as if” it is a price taker (and provides compensation
incentives that make it in the provider’s best interests to do so) then the desired out-
come can be achieved. Essentially, this requires compensating the provider based
on the value of the allocation to the company as a whole, rather than based on the
provider’s own local “profits.” If the network is to be managed with an agent-based
control system, the agents should be programmed to act as price takers, whether or
not other programmable strategies might seem more desirable from the local view-
point of the agents.
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In a more open, conventionally market-based system, such as a commercial mar-
ket for virtual data circuits, it is also possible that at a given moment some partici-
pants might have some market power, which is to say that they are cognizant of an
opportunity to improve their position by acting strategically with respect to price-
setting, rather than as a price taker. In such a setting, it might not be possible to
directly control behavior to make those participants behave “as if” they are price
takers. However, if there are no artificial barriers to entry by other providers—for
example, if it is possible for another competing firm to build an interconnected net-
work of links with buffers and bandwidth—then it will tend to be the case that in a
long-run equilibrium surviving agents will be those who behave as price takers (com-
petition will drive others out of the market). Therefore, we believe there are many
circumstances under which the conditions will exist, or can be imposed, that are nec-
essary for our approach to provide an equilibrium that is a social welfare maximizing
solution of the centralized network problem.

The price-taking assumption is harder to justify in multi-rate multicast service
provisioning than in unicast with routing. Treating users as price-takers in Problem
Max 1 is reasonable under the assumption that they are unaware of the method of
service delivery (assumption P.h). Without such an assumption, a formulation of
multi-rate multicast as a public goods problem, albeit a non-typical one, may be
more appropriate than that of Section 13.3.2. The investigation of Problem Max 1
without assumption P.h remains an interesting open problem.

(3) Since we assume that the expenditure of the good under study is a small portion
of a consumer’s total expenditure, the small size of the market under study should
lead the prices of the other goods to be approximately unaffected by changes in
this market. Because of this fixity of other prices, we are justified in treating the
expenditure on these other goods as a single composite commodity, which we call
the numeraire. This allows us to express the utility function as a function of the goods
under study and the numeraire.

The choice of representing users’ preferences by quasi-linear objective functions
also imposes the constraint that there are no income effects on network service de-
mand; that is, changes in income or budget available to the users does not change the
amount of network services they wish to purchase. This is a typical simplifying as-
sumption in the economic literature when the budget share of the services of interest
is small, e.g. when network services are only a relatively small amount of the users’
total expenditures.

The rest of the assumptions made for the utility functions are normal assumptions
usually made in analysis of economic optimization problems. The continuously dif-
ferentiable assumption comes from the idea that we may look at a set of users that
may have similar utilities as a group, and in this case the group utility will be a
smoothed out version of each user’s utility. Strictly concave assumption is natural
when we are working with goods that are desirable.

(4) In both network problems considered in Sections 13.3.1 and 13.3.2, we assumed
that there is no cost in supplying network resources (bandwidth, buffers, etc.) to
the market. This cost can be incorporated into our model if we subtract it from the
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objective function of the optimization problem. We believe that the new problem will
have the same qualitative properties with the problem presented in this chapter, thus
it may lead to a similar type of result.

13.4 Mechanism Design in Networks:
An Implementation Theory Point of View

In the previous section we considered a mechanism to be a set of rules which,
if followed, generate allocations that satisfy a goal correspondence. This kind of
mechanisms ignore issues of strategic behavior of individual agents. Thus, it may
not be possible to contractually enforce such mechanisms. To design resource allo-
cation mechanisms that are contractually enforceable we have to take into account
the divergence of individual preferences from the overall performance objective.

In this section we discuss game forms that implement social choice rules char-
acterized by socially welfare maximizing solutions. We concentrate on Nash imple-
mentation and relate our discussion to the unicast problem with routing.

There are two distinct ways in which one can think of implementation of social
welfare maximization rules in Nash equilibria. We present them below.

When Nash implementation is the solution concept, an individual (user) needs
to know not only his own preferences, but everyone else’s preferences so as to de-
termine his equilibrium message(s). Thus, for Nash implementation purposes in uni-
cast and routing, an environment of a user is an entire profile of utility functions
and {{TL} ⊗ {RTL

} ⊗ {K} ⊗ Fij(RTL
,K) ⊗ {cK}}, defined in Section 13.3.2.

Consequently, the space of user’s environments is

Ê := (⊗i∈NE
i)⊗ {{TL} ⊗ {RTL

} ⊗ {K} ⊗ Fij(RTL
,K)⊗ {cK}}, (13.25)

where all the components of the right-hand-side of (13.25) are defined in Section
13.3.2. When the action space A is the feasible region of Problem P, and the message
spaceM is

M = Ê ×A × N (13.26)

where N is the set of natural numbers, then the goal correspondence π : ⊗N
i=1E

i �
A , described by the centralized solution of Problem P, can be implemented in Nash
equilibria by a game form (M, h) where the outcome function h is defined in [84,
Theorem 3]. Such an implementation is possible for the following reason. For the
unicast problem with routing, π is a Pareto correspondence; Pareto correspondences
are monotonic and possess the no veto power property [83, 84]; therefore, π can
be implemented in Nash equilibria by the aforementioned game form whenever the
number of users in the network is greater than or equal to three [83, 84]. However,
the game form described above is infinite dimensional. Thus, the approach above to
Nash implementation leads to game forms that are infeasible on information grounds.
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An alternative way of proceeding with Nash implementation of the goal corre-
spondence π (which could potentially result in game forms with finite dimensional
message spaces) is the following. Consider that users know their own environment,
but not those of other users or the network. All users are involved in an unspecified
message exchange process in which they grope their way to a stationary message
and in which the Nash property is a necessary condition for stationarity. Experi-
mental evidence [124] has shown that such an approach to Nash implementation is
reasonable.

An important open issue within the context of the second approach to Nash im-
plementation is: What is the minimum dimensionality of the message space of game
forms that implement social welfare maximizing rules (e.g. π) in Nash equilibria? It
is expected that, in general, an implementing mechanism with the Nash property in
equilibrium messages will require a larger message space than the one that suffices
for decentralized realization without regard to individual incentives. Reichelstein and
Reiter [107] have shown that the statement above is true in the case of Nash imple-
mentation of Walrasian allocations in exchange environments. The following exam-
ple from [107] illustrates the fact that Nash implementations require larger message
spaces than the corresponding decentralized realizations.

Example 4.1
Consider a resource allocation problem with two agents {1, 2} and two goods

{X,Y }, where good X represents a desirable service and good Y has the interpre-
tation of money. Assume that the agents’ preference over the goods are described, at
least locally, by quasi-linear12 convex utility functions of the form

Ui(x, y|ei) � ei × x− x2

2
+ y, ei ∈ Ei, i ∈ {1, 2}.

The agents’ private objective is to maximize their individual utility function,
while the social objective is to achieve a resource allocation which maximizes the
sum of individual utility functions.

Assume that the goods are distributed among the agents and the agents are per-
mitted to trade. From the realization theory point of view there exists a goal realizing
mechanism with a message space of dimension two [43]. Specifically, in the case in
which both agents are truthful, the mechanism in which agent 1 sets the price for
good X and agent 2 makes a request13 for good X based on the price set by agent 1
is social welfare maximizing.

In [107] the authors show that there is no mechanism of dimension 2 which
implements in Nash equilibria the social welfare maximizing rule for this problem.
In particular, they show that the pricing mechanism where agent 1 sets the price

12 Let X := {x1, x2, . . . , xL} be a set of commodities. A function U(x) is called quasi-
linear with respect to commodity L if it is of the form U(x) = U(x1, x2, . . . , xL−1)+xL.
Commodity xL is called the numeraire commodity. The numeraire commodity generally
has the interpretation of money.

13 If agent 2 makes a negative request for good X it means that he would like to sell that
amount of good X to agent 2.
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for commodity X and agent 2 makes a request for this commodity based on the
price, does not have a Nash equilibrium which is social welfare maximizing. The
authors present a mechanism of dimension 3 which implements the social welfare
maximizing rule in Nash equilibria. This mechanism works as follows:

The agents message spaces are described by

M1 = {m1|m1 ∈ R+}, (13.27)

M2 = {(m2,m3)|(m2,m3) ∈ R
2
+}. (13.28)

The amount of commodity X exchanged is characterized by the outcome func-
tions

hx
1(m) = m1 −m2, (13.29)

hx
2(m) = m2 −m1, (13.30)

while the amount of the numeraire commodity Y exchanged by the agents is de-
scribed by:

hy
1(m) = −m3(m1 −m2), (13.31)

hy
2(m) = −m1(m2 −m1)− (m1 −m3)2. (13.32)

In this mechanism m3 has the interpretation of the price of good X . Agent 1
maximizes his utility function based on m3 and sends his message m1 to agent 2.
Agent 2 does not use m3 as the price for commodity X , but rather it uses message
m1. Based on m1, agent 2 maximizes his utility by choosing m2. Agent 2 receives
a quadratic penalty for announcing a price which is not equal to m1. This penalty,
along with the fact that he does not set his own price for good X , forces agent 2 to be
truthful in his messages. In [107] the authors prove that this mechanism implements
the social welfare maximizing rule in Nash equilibria. ��

Recent game theoretic studies in network unicast problems (without routing)[35,
50–52, 114] have shown that: When the dimension of the message space of the game
form is the same as that of the pricing mechanism which suffices for decentralized
realization, the game form does not implement the social welfare maximizing rule.
Specifically the Nash equilibria determined in [35, 50–52, 114] are not social welfare
maximizing.

Example 4.1, the results in [35, 50–52, 114], as well as the results on implemen-
tation in other solution concepts such as Bayesian Nash equilibria [98], and refine-
ments of Nash equilibria (specifically, subgame perfect equilibria [87], and undomi-
nated Nash equilibria [18]) reveal that:

I1: Games that are induced by game forms whose message space has the same di-
mension as that of the standard pricing mechanism have multiple equilibria,
some of which do not result in welfare maximizing solutions. Consequently,
such game forms can not implement (in the corresponding solution concept) so-
cial welfare maximizing rules.
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I2: Implementation of social welfare maximizing rules in some solution concept (cf.
Section 13.2.3) requires a message space the dimension of which is larger than
that of the message space which suffices for decentralized realization.

I3: The increase in the dimension of the message space must accomplish the follow-
ing:
1. It must eliminate the equilibria that do not result in welfare maximizing

allocations (cf. I1).
2. It must maintain the equilibria that result in welfare maximizing allocations.
3. If must not introduce additional equilibria, unless these equilibria result in

welfare maximizing allocations.
4. It must induce price-taking behavior among the players (users).

We have the following conjecture concerning the Nash implementation of the
centralized solution of the unicast network resource allocation problem with routing
and QoS requirements.

Conjecture: In the case of unicast service provisioning, withN users andL services,
there exists a game form which implements the centralized solution of Problem P in
Nash equilibria and has a message space of dimension equal to the dimension of the
pricing mechanism plus $ L

N %. Any mechanism with a message space of smaller di-
mension can not implement the centralized solution of Problem P in Nash equilibria
[127].

13.5 Conclusion

Our goal was to discuss: (i) how decentralized network resource allocation prob-
lems fit within the context of mechanism design; and (ii) how mechanism design can
provide guidelines for the determination of resource allocation strategies that realize
(in an informationally efficient manner) social welfare maximizing resource alloca-
tion rules, and implement them in some appropriate behavioral equilibrium concept
(e.g. Nash equilibrium) in an informationally efficient manner. Our discussion was
guided by two classes of network resource allocation problems (unicast with routing
and QoS requirements, and multi-rate multicast) that received significant attention in
the engineering world. The results we presented reveal the connection between net-
work resource allocation and mechanism design. The discussion also revealed that:
(1) the aforementioned network problems are better understood from the realization
theory point of view than from the implementation theory viewpoint. (2) A formula-
tion that is appropriate for the multi-rate multicast problem when the users are aware
of the method of service delivery remains an interesting open problem.

In our opinion, two problems of fundamental importance are: (1) the characteri-
zation and classification of mechanisms in terms of their “communication” and “in-
formation processing” requirements; and (2) how can the theory of implementation
guide the design of minimal message space mechanisms that implement, in some
appropriate solution concept, social welfare maximizing network resource allocation
rules.
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