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Abstract—The rapidly growing demand for wireless commu-
nication makes efficient power allocation a critical factor in the
network’s efficient operation. Power allocation in decentralized
wireless systems, where the transmission of a user creates inter-
ference to other users and directly affects their utilities, has been
recently studied by pricing methods. However, pricing methods do
not result in efficient/optimal power allocations for such systems
for the following reason. Systems where a user’s actions directly
affect the utilities of other users are known to have externalities.
It is well known from Mas-Colell ef al. that in systems with ex-
ternalities, standard efficiency theorems on market equilibrium
do not apply and pricing methods do not result in Pareto op-
timal outcomes. In this paper, we formulate the power allocation
problem for a wireless network as an allocation problem with
“externalities.” We consider a system where each user knows only
its own utility and the channel gains from the transmitters of other
users to its own receiver. The system has multiple interference
temperature constraints to control interference. We present a
decentralized algorithm to allocate transmission powers to the
users. The algorithm takes into account the externality generated
to the other users by the transmission of each user, satisfies the
informational constraints of the system, overcomes the inefficiency
of pricing mechanisms and guarantees convergence to globally
optimal power allocations.

Index Terms—Decentralized algorithm, externalities, interfer-
ence, interference temperature constraint, mechanism design,
microeconomics, power allocation, wireless network.

I. INTRODUCTION

A. Overview—Literature Survey

ITH rapidly growing demand for wireless communica-
W tion the need for efficient use of spectrum has drawn the
attention of researchers, as well as spectrum policy makers. One
of the factors that governs the efficiency of spectrum usage is
interference control. In order to have interference control in the
new spectrum usage standards, it is required that these standards
use efficient power allocation mechanisms which optimize the
performance of wireless systems keeping the interference level
low. The growth in the size of wireless networks also makes it
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desirable to use decentralized mechanisms for power allocation
because centrally controlled mechanisms involve added infra-
structure and network vulnerability.

Decentralized mechanisms for power allocation/control in
wireless networks have received considerable attention in the
literature. These mechanisms can be classified according to
their application and the structure of the underlying network.
Wireless networks can be broadly classified into two types;
networks with hierarchical structure and networks without hier-
archical structure. In networks with hierarchical structure, users
communicate with each other via one or more central entities
(called base stations in wireless cellular networks), and these
central entities often play an important role in determining the
power allocation. The hierarchical structure in cellular networks
can further be classified as uplink or downlink based on whether
the communication is from the users to a base station or vice
versa. In networks without hierarchy, users communicate with
one another directly without any central entity. Examples of
such networks are ad hoc or mesh networks. Below, we present
a brief summary of the existing work on decentralized power
allocation for voice and data networks. Within each category,
we present existing results for hierarchical and nonhierarchical
network structures.

One of the most well-known decentralized algorithms for
power control in fixed data rate cellular voice network was pro-
posed by Foschini and Miljanic in [2]. The algorithm proposed
in [2] requires only local measurements and achieves the de-
sired minimum signal-to-interference ratio (SIR) for each user
with exponentially fast convergence if there exist power levels
that meet these requirements for the SIRs. Later in [3], the power
control problem similar to that of [2] was formulated as a utility
maximization problem by replacing the hard SIR constraints of
[2] with sigmoid utilities. With this modification, the algorithm
proposed in [3] overcomes the difficulty of divergence which
occurs in the algorithm of [2] when there are no feasible power
levels that can attain the desired SIRs. The algorithm of [3] also
has the flexibility to be tuned for both voice and data services.
Lately, in [4] the Foschini-Miljanic algorithm of [2] was gener-
alized for time varying channels and ad hoc networks.

For wireless data networks, results on decentralized mecha-
nisms for uplink power control can be found in [5]-[9]. In [6],
the problem of uplink power control in a single cell code divi-
sion multiple access (CDMA) data network was formulated as a
utility maximization problem. An uplink problem similar to that
of [6] with SIR based utilities was also investigated in [7]; in this
paper, the existence of an equilibrium was shown, and an algo-
rithm for solving the decentralized power control problem was
suggested. The problem formulated in [6] was reinvestigated in
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[8] using pricing; it was shown that pricing results in multiple
equilibria that are Pareto superior to the equilibria obtained in
[6] and [7]. Pricing-based analysis of the uplink power control
problem was also done in [9] by introducing user specific para-
metric utility functions. The authors of [9] proposed two de-
centralized algorithms, the parallel update and the random up-
date algorithms, that converge to the unique equilibrium of the
problem. Work on pricing for downlink CDMA data networks
can be found in [10], [11], and [14]. In [10] and [11], optimal
resource allocation strategies were determined for a single-class
CDMA system for the case when the utility functions of the
users are common knowledge (see [12] and [13] for the defi-
nition of common knowledge). In [14], the downlink power al-
location problem for multiclass CDMA networks was studied
by a decentralized mechanism based on dynamic pricing and
partial cooperation between mobiles and the base station. This
mechanism achieves a partial-cooperative optimal power allo-
cation that was shown to be close to a globally optimal power
allocation. In [15], pricing ideas were used for power allocation
in wireless CDMA data networks having a mesh structure. The
authors studied power allocation under an interference temper-
ature constraint (ITC) and proposed two auction-based power
allocation mechanisms. Under certain conditions, the SIR auc-
tion of [15] achieves a power allocation arbitrarily close to a
Pareto optimal one, and the power auction achieves an allocation
arbitrarily close to the socially optimal one. These conditions,
however, require in essence that the manager, which governs the
power allocation, should know the users’ utility functions.

In this paper, we consider a power allocation problem for a
wireless network where the users’ transmissions create inter-
ference to other users and the system has multiple interference
temperature constraints to control the interference. We consider
a decentralized network where each user knows only its own
utility function, the channel gains from all the transmitters to its
own receiver, and the upper and lower bounds on the possible
transmission powers of all the users. For this decentralized net-
work, the objective is to determine power allocations that satisfy
the interference temperature constraints and maximize the sum
of the users’ utilities. Below, we explain the motivation for con-
sidering this problem.

B. Motivation

A wireless network is said to have externalities when: 1) each
user’s transmission creates interference to other users; and 2)
each user’s utility is directly affected by the interference. Power
allocation problems in wireless networks where externalities are
present were previously considered in [6]-[9], [14], and [15]. In
[6]-[9], power allocation problem is formulated as a noncoop-
erative game, and in [14] and [15], power allocation problem is
formulated as a social welfare maximization problem. The solu-
tion approach in all of the above references is based on different
variations of pricing mechanisms. The pricing mechanisms em-
ployed in [6]-[8] and [15] do not achieve globally optimal allo-
cations; the pricing mechanism in [9] does not achieve optimal
allocations unless the users vary their utilities according to their
target signal to interference ratios; and the pricing mechanism
proposed in [14] obtains close to globally optimal allocations.
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The reason why the pricing mechanism proposed in [14] re-
sults in a globally optimal allocation is the following. The au-
thors of [14] introduce a constraint on the total power trans-
mitted by the base station. Due to this constraint, the original
problem, where each user’s utility depends on everyone’s trans-
mission power, reduces to one where each user’s utility depends
only on the power allocated to it. Thus, the externalities due to
interference that are present in the original problem formulated
in [14] disappear, and the pricing mechanism proposed in [14]
results in efficient allocations. For the cases where the system
has either no maximum power constraint or has multiple power
constraints, the above-stated reduction is not possible.

In general, in decentralized resource allocation problems with
externalities (i.e., in problems where the resources allocated to
each user directly affect the utility of every other user), pricing
mechanisms fail to obtain globally optimal allocations. This fact
is well known in the economics literature (see [1, Ch. 10]) and
has also been identified by the authors of [8] in the context of
power allocation in wireless networks. The decentralized re-
source allocation problem for an economy with externalities was
studied by Reichelstein in [16]. Under the assumption that the
users of the system cooperate and obey the rules of the mech-
anism, Reichelstein determined a lower bound on the dimen-
sionality of the message space! required by any mechanism so
as to achieve globally optimal allocations. For a system with M
users, this lower bound is of the order O(M?). In game-theo-
retic formulations of problems with externalities, the message
space required by any mechanism to obtain globally optimal
allocations is of even higher dimension (see the discussion in
[17]-[19]). On the other hand, the dimensionality of the mes-
sage space of pricing mechanisms (including those in the afore-
mentioned communication networks literature) is of the order
O(M). Thus, the information exchanged among the users in
the mechanisms proposed in the aforementioned literature is not
sufficient (rich enough) to lead to globally optimal allocations.
The failure of pricing mechanisms to produce globally optimal
solutions of power allocation problems where the users’ utilities
are directly affected by the interference provides the key motiva-
tion for the formulation and solution methodology presented in
this paper for power allocation problems in wireless networks.

C. Contributions of the Paper

The key contributions of this paper are: 1) the formulation
of power allocation problem for wireless networks with inter-
ference as an allocation problem with externalities; and 2) the
discovery of a decentralized power allocation algorithm, based
on the externalities formulation, that results in globally optimal
power allocations.

Our formulation properly captures and directly addresses the
effect of transmission power externalities on the system perfor-
mance. Our problem formulation and the proposed power allo-
cation algorithm are distinctly different from all previous studies
of utility-based power allocation problems because the previous
studies employ pricing mechanisms. The algorithm proposed in
this paper leads to a globally optimal power allocation under
the assumption that the rules of the algorithm are obeyed by the

li.e., the space of communication language used by the users to communicate
with one another.
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Fig. 1. An example of a wireless mesh network with three users (pairs of
nodes); T; and R; denote the transmitter and the receiver of user ¢, respectively,
and h;; is the channel gain from 75 to R?;.

users. Thus, our approach to the power allocation problem is
non-game-theoretic. The message space of the proposed algo-
rithm has dimension M? and, thus, has the same order as Re-
ichelstein’s lower bound [O(M?)]. This means that the infor-
mation exchanged among the users in the proposed algorithm
is very close to the minimum information exchange required
by any mechanism that achieves globally optimal power alloca-
tions. The rest of the paper is organized as follows. In Section II,
we present the system model and formulate the power allo-
cation problem as an optimization problem. In Section III-A,
we formulate the power allocation problem of Section II as an
externality problem. In Section III-B, we present a decentral-
ized algorithm for power allocation based on the formulation
of Section III-A, and in Appendix A, we prove that the decen-
tralized algorithm results in a globally optimal allocation. In
Section IV, we present numerical results for two practical ex-
amples. We conclude in Section V.

II. THE POWER ALLOCATION PROBLEM

We consider a wireless network and formulate a power allo-
cation problem for it. We first describe the model and the as-
sumptions we make for its analysis; we also discuss scenarios
that motivate the model. We then formulate the power allocation
problem as an optimization problem.

A. The Model

We consider a wireless network consisting of M trans-
mitter—receiver pairs (connected by solid arrows in Fig. 1). We
call each transmitter—receiver pair a user2, and we denote the
set of all users in the network by M := {1,2,...,M}. The
users—in other words, the transmitters and the receivers—can
be arbitrarily located in the network. This model captures
a wide variety of scenarios, e.g., when the transmitters and
receivers are located anywhere in the network, the model can
represent a wireless ad hoc network or a segment of a wireless

2In the rest of the paper, any action by a user associated with the transmission
of the signal means that it is done by the corresponding transmitter, and any
action/computation associated with the reception of a signal means that it is
done by the corresponding receiver.
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mesh network; if the transmitters are colocated, it can represent
a cellular downlink network; and if the receivers are colocated,
it can represent a cellular uplink network.

User 7,2 € M, transmits with power p;. We assume the
following.

Assumption 1: Every user’s transmission creates interference
(shown by the dashed arrows in Fig. 1) to all other users in the
network; i.e., the graph in Fig. 1 is fully connected.

Assumption 1 implies that the interference to user ¢, 1 € M,
depends on the transmission power p;, j € M, j # i, of
all other users. To control interference, the system has inter-
ference temperature constraints (ITCs) at K different measure-
ment centers (MCs), MC1, MCs, ..., MCg. Interference tem-
perature (IT) is defined in [20] as the net radio frequency (RF)
power measured at a receiving antenna per unit bandwidth; ITC
is a constraint that puts an upper limit on the IT. To keep the
RF noise floor in a wireless network below a safe threshold, it
is desirable that the network satisfies an ITC. In our model, we
consider multiple ITCs because multiple ITCs can ensure a bal-
anced interference threshold throughout the network. Each ITC
is governed by one of the MCs. The MCs can be installed ei-
ther at the receivers of the users or there can be separate stations
acting as MCs. To simplify the notation, we refer to MCy, as
user O, k € K :={1,2,..., K}, and we denote the set of MCs

’ ’

by Ok := {01,02,...,0x}. The ITCs are given by
M
Zpihiok <P, kek 1)
i=1

where h;o, is the channel gain from user ¢’s transmitter to the
kth measurement center. We assume the following.

Assumption 2: Each measurement center MCy, k € IC, can
measure the channel gains h;o, , ¢ € M; hence, it knows these
channel gains.3 However, MCy, need not know the channel gains
hio., © € M,z # k, to other MCs.

Because of the presence of interference, the quality of ser-
vice of a user in such a network depends not only on the power
received from its own transmitter, but also on the total inter-
ference, which depends on the transmission powers of all other
users. Hence, to quantify the users’ performance, we associate
with each user 7,7 € M, a utility function U;(p1, p2, ..., M),
which is a function of the transmission power of all the users.
We assume the following.

Assumption 3: The transmission power p; of user ¢,7 € M,
lies in P; = [0, P/"*¥], and the set P; is user ¢’s private in-
formation; i.e., it is known only to user ¢ and nobody else in
the system. Furthermore, a set P = [0, P™**] D U;e mP; is
common knowledge to all the users (including the MCs).

Unlike active users 7 € M, the MCs do not receive any per-
sonal benefits from the power allocation; therefore, we assume
that the MCs have zero utilities,

Assumption 4:

U, (p) =0, Vk € K

3We assume that the users in the network are cooperative. Therefore, the trans-
mitters can periodically transmit pilot signals with known amplitudes; the re-
ceivers at the MCs can then measure the received amplitudes from which they
can compute the channel gains.
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where

p= (php?*, cee 7PM>-

For users i« € M, we assume the following.

Assumption 5: U;(p),i € M, from RM into R is a strictly
concave, continuous function of p.

In Appendix B, we present an example of a utility function
that satisfies Assumption 5.

We also assume the following.

Assumption 6: Each user’s utility function is its own private
information.

The above assumption captures a variety of scenarios. One
such scenario is a multimedia wireless communication network
where different users run different applications, each applica-
tion with a different utility associated with it that is known only
to the user that runs the application. Another possible scenario is
where the received data is processed/decoded by different users
using different technologies that are not public information. In
either scenario, we assume that it is not feasible for the users on
informational grounds to communicate their exact utility func-
tions to other users in the network.4

Because of Assumption 1, every user can hear every other
user in the network; therefore, we assume the following.

Assumption 7: The number of participating users (including
the MCs) M + K is common knowledge. We also assume that
the number of active users M remains constant during a power
allocation period.

If the time scale in which a power allocation is determined is
sufficiently small, the system can be assumed to be static for an
allocation period; therefore, we assume the following.

Assumption 8: The channel gains h;o,,i € M,k € K, and
the utilities of the users remain constant during a power alloca-
tion period.

For the network model presented above, we want to study a
power allocation problem that we describe in the next section.
Before describing the power allocation problem, it is important
to note that the wireless network under consideration is a decen-
tralized information network. This can be seen from Assump-
tions 2, 3, and 6, which describe the informational constraints
of the network. In our problem formulation and solution that
follows, we assume that the users in this decentralized network
cooperate to jointly arrive at an optimal solution.>

B. Optimization Problem

For the wireless network described in the previous section, the
objective is to determine the users’ transmission powers under
the constraints imposed by the model so as to maximize the sum

4Since each user’s utility function is concave, it is generally parameterized by
an infinite number of parameters. Furthermore, since certain regularity condi-
tions must be satisfied by the communication rules employed by the users (see
[21]), the dimension (see [21]) of the message space (the space used for message
exchange) must be infinite. Thus, communication of the users’ utility functions
is infeasible on informational grounds.

5We assume that the users will not cheat with the system by misrepresenting
their private information to derive an unfair gain in their favor. The situation
where users behave selfishly and have an incentive to cheat will be addressed in
a future publication.
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of users’ utilities. We formally write this optimization problem,
that we call Problem (P1), as follows:
Problem (P1)

max Ui(p) )
subject to: Assumptions 1-8, and 3)
M
pPES:=4qp Zpihiok <P, kek,pePi,VieM
i=1
4)

Because of Assumptions 2, 3, and 6, Problem (P1) is a de-
centralized optimization problem; i.e., none of the users in the
network has complete information of all the parameters that de-
scribe Problem (P1). Our objective is to develop an algorithm
that satisfies the above informational constraints of Problem
(P1) and obtains optimal solutions of the corresponding cen-
tralized problem where one of the users/a center has complete
information of all the parameters that describe Problem (P1).
The centralized counterpart of Problem (P1) is

max Z U:(p) S
1EMUOQ
subject to: p € S & Assumptions 1,4, 5,7, and 8.

(6)

It should be noted that the centralized counterpart of Problem
(P1)is a strictly concave optimization problem, and hence, it has
a unique optimum solution.

As pointed out in Section I-B, Problem (P1) is a resource al-
location problem with externalities. Resource allocation mech-
anisms for problems with externalities have been investigated
by Laffont and St. Pierre in [22] in the context of economic
systems. The authors of [22] propose a decentralized mecha-
nism that leads to an optimal allocation for the corresponding
centralized economy. This mechanism was based on some ear-
lier work of Lions and Temam [23]. In this paper, we formulate
Problem (P1) as an externality problem that is similar to that of
[22]; based on this formulation, we develop an algorithm with
an appropriate modification of the ideas of [23]. The algorithm
we develop obtains an optimal solution of the centralized coun-
terpart of Problem (P1).

In the following section, we formulate Problem (P1) as an ex-
ternality problem and present a decentralized algorithm (which
we call the externality algorithm) that obtains optimal solutions
of the centralized counterpart of Problem (P1).

III. SOLUTION OF THE POWER ALLOCATION PROBLEM

A. Formulation as an Externality Problem

From each user’s perspective, we divide the allocation vari-
ables into two classes: one consisting of allocations for which
the user is responsible, and the other consisting of the rest
of the allocation variables for which the user is not directly
responsible.

Specifically, we associate with user ¢ a variable p;, which is
the power allocated to/transmitted by user 7. We also associate
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with user ¢ an external environment p_;, which consists of the
powers allocated to/transmitted by all other users j # 7. Mathe-
matically, the external environment of user ¢ is defined to be the
vector

P—i == (P17P27~-~,Pi—1;pv‘,+1,-~-

As is clear, p; is under user ¢’s control, whereas the variables in
p—; are controlled by other users. We define a power profile for
the network of M users to be the full M -dimensional vector

D= (p17p27"'7pM)~ (8)

By Assumption 3, p; is constrained to lie in the set P;. In the
absence of an exact knowledge of the constraint sets P;, j # 4,
of other users, the set of possible external environments of user ¢
as perceived by ¢ will be

PM=1 = {pilpy € P, j € M\[i}H} ©)

It should be noted that some of the elements of P ~! may
never actually exist as an external environment of user ¢ because
PM~-1 also contains elements outside [] jemi{i} Pj» which
cannot be used by other users. However, since P is common
knowledge, user ¢ knows that its external environment must lie
within PM~1_ Since PM~1 is a product set of M — 1 convex
and compact sets, it is also convex and compact.

To see the effect of a user’s external environment on the
choices of p; it can transmit, we first note that the presence
of other users does not prohibit user ¢ to use any power in its
possible range P;. We call p; to be technically possible for
user ¢ if, given the technical constraints of its device and the ex-
ternalities, it is possible for it to use power p;. Thus, for a given
external environment p_;, any p; € P; is technically possible
for user 7. By combining the possible external environments of
user ¢ with the corresponding technically possible choices of p;
we define the set of power profiles that are technically feasible
for user 7,7 € M, as

Si == {plpi € Pi, p_i e PM7'}. (10)
As can be seen, S; is a product set of two convex and compact
sets; hence, S; is also convex and compact. The elements in the
intersection [, 4 S; are the only power profiles that are tech-
nically feasible for all the users in the system. Hence, a feasible
solution of Problem (P1) must lie in this intersection. However,
it should be noted that the technically feasible power profiles in
(10) do not ensure that the ITCs in (1) are satisfied.

The responsibility of making sure that the power profiles sat-
isfy the ITCs is given to the MCs (users Og, k£ € K). Since, by
Assumption 2, user 0;, knows the channel gains h;o, ,7 € M,
exactly, it can check whether or not a given power profile sat-
isfies the corresponding ITC in (1). We call a power profile
that satisfies the kth ITC as k-constraint-feasible. We associate
the set Sp, of k-constraint-feasible power profiles with user
Ok, k € K, as follows:

M
So,, = {p‘ thiok <P, pi € PVZ} . (11)

i=1
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Since the sets So,, k € K, are intersections of half-spaces and
are bounded, they are convex and compact. We call a power
profile to be constraint-feasible if it is k-constraint-feasible for
all £ € K. It can be seen from (11) that a constraint-feasible
profile is acceptable for the system in terms of satisfying the
ITCs, but it may not be technically feasible for all users ¢ € M
because it does not necessarily satisfy the technical feasibility
condition p; € P;, V4. For a power profile to be fully feasible
for the system, it must be both constraint-feasible as well as
technically feasible for all users 7 € M. Mathematically, the set
of feasible power profiles can be defined as S := (), \qu0, Si-
It should be noted that S is a nonempty set since p = 0 is an
element of S; V ¢+ € M U Ox. Furthermore, S is also convex
and compact since it is an intersection of convex and compact
sets. Going back to the optimization problem in Section II-B,
it can be seen that the set S we have just defined is the same
as the set defined in (4) over which the objective function in
Problem (P1) has to be optimized. But now, by separating the
external environment and private information of each user from
those of other users, we have decomposed S into a number of
sets, S;, 1 € M U O, each of which can be associated with
an individual user. Furthermore, each set S; is such that user 7,
1 € MUOx, has complete knowledge of the parameters required
to completely describe .S;. With this decomposition, we are now
ready to present an algorithm for solving the power allocation
problem presented in Section II-B.

B. Decentralized Optimal Power Allocation Algorithm

We present a synchronous® iterative process, which we call
the externality algorithm, that satisfies the informational con-
straints of Problem (P1) and leads to an optimal solution of the
centralized counterpart of Problem (P1).

Externality Algorithm:

Step 0)  Before the start of the iterative process, all users (in-
cluding 01,04, ...,0x) agree upon a common power pro-
file. This profile can be any arbitrary p(®) € {p|p; € P Vi}
that need not necessarily be a constraint-feasible or techni-
cally feasible one.
Before the start of the iterative process the users also agree
upon’ a sequence {7}, of modification parameters
that will be used in the algorithm. The sequence 7(") is
chosen to satisfy the following three properties:

0< 7t <7 <1 Vp>1 (12)
lim 7" =0 (13)
n — oo
lim o™ =00 (14)
n — oo
where o(") := S 7(®). For instance, 7(") = %7 n =
1,2,3,..., can be chosen as the sequence. The counting

variable n is set to 0.

6In each iteration, the message update is done synchronously by all the users.

7Since the users have a common objective, they can communicate with one
another before the iterative process/algorithm begins and determine {7(") } >
and p(®) that will be used in the algorithm. Alternatively, {7(")}22 | as well as
p(©) can be given to the users by the system designer.
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Step 1) At the nth iteration, each user i € M (respectively,
MCl, k € K) maximizes its nth stage payoff on its tech-
nically feasible set S; (respectively, the kth-constraint-fea-
sible set Sy, ). Specifically, user 7, 7 € M, solves

Al 1 n
pl( +1) _ arg max,c g, Ui(p) — D) llp — p( )||2 (15)
and MCy, k € I, solves
1
~(n+1 n
pgk ) = a‘rgnla’xpest)k - T(n+1) ||p _p( )”2 (16)

The optimal answers8 ﬁ£"+l)7 Vi € MUQO, are broadcast
to all the users in the system.
Step2) Upon receiving ﬁi"H), i € M U O, the users com-

pute the average of all these power profiles

1 S(n+1)
iR 2 P
1€EMUOk

Pt = (17)

Each user i, ¢ € M U Ok, also computes the following
weighted average:

n+1

~(n+1) 1 t)5(t)
w; T o(ntl) Z a )pi o
t=1
where
n+1
o(n 1) — Z 7® = o) 4 (04D, (19)
t=1

The counter 7 is increased to n + 1, and the process re-
peats from Step 1). At the (n + 1)th iteration, the average
calculated in (17) is used as a reference power profile for
maximization in (15) and (16). The new modification pa-
rameter, 7("*2)_ for the (n + 1)th iteration is selected from
the predefined sequence chosen in Step 0).

As stated in Section II-A, the network model considered in
this paper can represent both hierarchical as well as nonhier-
archical networks. For networks that have hierarchy such as a
single cell cellular uplink or downlink network in which all the
users and the MCs communicate with one base station that is re-
sponsible for power allocation, the externality algorithm is mod-
ified as follows. After computing ﬁgn'H) in Step 1), all users and
measurement centers send their respective [)5”4_1), 1 € MU0k,
to the base station. In Step 2) of the algorithm, the base station
computes p("*+1) and wE"“) for some given 4, ¢ € M U Og;
this 7 remains fixed throughout the algorithm.® Then, the base
station announces p("*1) back to the users; p(**1 is used by
the users as a reference power profile for optimization in Step
1) of the next iteration. With this modification a big part of com-
putations are done at the base station, and each user or measure-
ment center needs to compute only ﬁgnﬂ) at each iteration of
the algorithm.

The externality algorithm has the following feature.

8Since S; is a compact set and U; (+) is strictly concave, a unique maximum
exists for every .

9Tt is sufficient for the base station to compute li)g m+) only for one ¢ since all

the sequences 105"“) , © € M UQ0x, converge to the same limit (see Theorem

1), which is the optimal solution of the centralized counterpart of Problem (P1).

IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 17, NO. 6, DECEMBER 2009

Theorem 1: The sequences {\")}2, i € M U Oy, ob-
tained by the externality algorithm converge to the unique global
optimum of the centralized counterpart of Problem (P1).

It should be noted that the dimensionality of the message
space required by the externality algorithm for both hierarchical
as well as nonhierarchical networks is M2, which is same as the
order O(M?) of the lower bound [16] on the dimensionality of
the message space required by any mechanism so as to achieve
globally optimal power allocations.

The proof of Theorem 1 is given in Appendix A. Below, we
present a discussion that explains the intuition behind the exter-
nality algorithm.

As stated in Section II-B, our objective in developing the
externality algorithm is to come up with a decentralized iter-
ative process that satisfies the constraints (posed by the network
model of Section II-A) on the information available to different
users and obtains an optimal solution of the centralized counter-
part of Problem (P1) in which one of the users (or a center) has
complete system information. To accomplish the above objec-
tive, the design of the iterative process requires that, at each step,
every user must solve an individual optimization problem based
only on the information available to it at that step.!0 Based on the
outcome of individual optimization, every user should then send
a message that can be used by other users as additional informa-
tion in the following iterations. Thus, designing an appropriate
iterative process breaks down to designing appropriate “indi-
vidual optimization problems” and “message exchange rules”
that lead to the maximization of the system objective function.
Below, we discuss how the externality algorithm accomplishes
these goals.

Because individual utility functions of the users are con-
flicting due to interference, letting users maximize their respec-
tive utilities will not lead to the maximization of the system
objective function (the sum of all users’ utilities). Therefore,
the objective function for individual optimization problems
must be some modification of the users’ utility functions that
can capture the effect of externalities. The norm square terms in
(15) and (16) serve this purpose. The norm square term puts a
penalty on user 4 in proportion to its deviation from the average
of everybody’s proposal for the optimal power profile; thus, it
“pulls” user ¢’s decision toward the other users’ evaluations of
1; the evaluations of these users incorporate the externalities
that ¢ generates to them. Furthermore, since the norm square
term contains only those variables that are known!! to user 2,
and the set .S; over which the optimization is performed is also
known to ¢, the optimization problem described by (15) is well
defined for each user ¢ € M. Similarly, since the set Sy, is
known to M C}, (user Og), the optimization problem described
by (16) is well defined for each user 05 € Ox. The results
p,ﬁ”)ﬂ; € M U Ok, of the individual optimization problems
described by (15)—(16), which are announced at the end of
each iteration, convey how each user valued everybody’s trans-
missions. The average p(™) of everybody’s optima conveys the

10This consists of information available to the user at the beginning of the
iterative process and the information gathered by it during the course of the
iterative process till that particular iteration.

Note: After the announcement of users’ optimal power profile proposals at
the nth iteration, every user knows p(™) at the (n+ 1)th iteration.
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average system valuation of users’ transmissions and, hence, is
used as a reference for the next iteration.

A desirable property for any iterative process to be useful is
its convergence. This is achieved in the externality algorithm by
reducing the value of the modification parameter 7(™) in each
iteration. This increases the penalty of individual user deviation
from the average [given by (17)] of the optima of previous iter-
ation. Thus, as the algorithm progresses, the power profile pﬁ")
proposed by user 7,7 € M U Ok, gets closer and closer to those
proposed by other users and eventually everybody agrees upon a
“common” power profile. It should be noted, however, that the
objective is not only the convergence of the iterative process,
but also the maximization of the system objective function at
the point of convergence. As can be noted from (15) and (16),
the power profile that the users optima f)l(n)z € MU0, con-
verge to need not be a maximizer of the system objective func-
tion. The reason is the following. Toward the end of the algo-
rithm, the norm square terms in (15) dominate (since (") 5 0)
the utility terms in the individual optimization problems. Thus,
for very large n, the outcome of each individual optimization
problem is very close to the average proposal of the previous it-
eration. However, these outcomes are not representative of the
users’ utilities that form the system objective function; thus,
even though in the limit the outcomes are equal, the limit point is
not optimal. The contribution of the users’ utilities is accounted
for by the weighted time average u?,f")./ i € M UOk. By taking
a weighted average of the individual optima over the entire run
of the algorithm, the two contributing components to the system
objective are taken into account simultaneously: the individual
utilities, which are more prominent in the individual optimiza-
tion toward the beginning of the iterative process (when 7(™)
is comparatively large), and the externalities, whose effect be-
comes more prominent in the individual optimization towards
the end of the algorithm (when 7(") approaches 0). The de-
creasing weights 7(") facilitate convergence of each sequence

A

w§") and provide appropriate balance between the contributions
of the above two parameters in the point of convergence, thus
making the common point of convergence the global optimum
of the system objective function.

In the next section, we present numerical results that demon-

strate the performance of the externality algorithm.

IV. NUMERICAL RESULTS

In this section, we study the impact of various parameters on
the performance of the externality algorithm. We study the per-
formance of the algorithm for two types of cellular CDMA sys-
tems. We first consider an uplink CDMA system where the base
station (BS) employs minimum mean squared error (MMSE)
multiuser detection (MUD) to decode the signal of each mobile
user. We take the utility of a user to be the negative of the mean
squared error (MSE) corresponding to the user less the power
loss incurred due to signal transmission. Thus, the utility of user
1,7 € M, is given by (see [24])

E[[|b; — m;"y||*] - 0.1p;

Uilp) = = | A0

- [(I+ (2/No) ARA)_l]ii —0.1p;

(20)
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where b; is the transmitted data symbol of user ¢, y is the output
of the matched filter employed by the BS, I is the identity matrix
of size M x M, Ny/2 is the two-sided power spectral density
of thermal noise, A := diag(A1, A, ..., Apr) is the diagonal
matrix consisting of the received amplitudes of users 1 through
M, and R is the cross-correlation matrix of the users’ signa-
ture waveforms. The second term in the utility expression rep-
resents the input power loss incurred when user ¢ transmits its
signal at power p;. For small cross correlation of user’s wave-
forms, the utility functions given by (20) are close to concave
(see Appendix B), and therefore, the externality algorithm is ex-
pected to converge to the optimum centralized power allocation
for the above system.

To test the performance of the algorithm, we ran simulations
as explained below. For each test case, we distributed the users
uniformly in a circular area of radius 5 m around the BS. We
placed three MCs in the system; the first coinciding with the
BS and the other two symmetrically placed along a diameter of
the circle so that each MC is two-thirds radius away from the
BS. We assumed that the maximum transmission power limit
of each user is anywhere between 2W and 5W, and the power
loss due to propagation is determined by the inverse squared
distance between the transmitter and the receiver. We assumed
that each user uses a normalized bipolar signature waveform of
dimension 6 and arbitrarily picks a waveform from all possible
signature waveforms for its data transmission. Thus, the users
create interference to each other when their chosen waveforms
have the same polarity in one or more signal dimensions. In the
simulation results that follow, each point in the plots is obtained
by averaging 50 identical independent simulation runs.

In Fig. 2, we compare the performance of the externality al-
gorithm for different modification parameter sequences {T(”)}.
We choose the sequence {7(™} to be of the form 7(™) = (1/n)°
for varying 6. We plot the sum of users’ utilities for a three-user
network against the number of iterations. As can be seen from
Fig. 2, for 6 = 0.001, the algorithm shows best convergence. For
values of § smaller than 0.001, the modification term remains
small compared to the users’ utilities in the individual optimiza-
tion; therefore, it takes longer time for the users to agree with
other users’ proposals and reach the global optimum. On the
other hand, for values of § greater than 0.001, the modification
term dominates the users’ utilities in the individual optimiza-
tion; therefore, it takes the users longer to move away from the
initial point p(®) and reach the global optimum. Thus, for any
system, there exists an optimum sequence { T(")} that provides
best convergence. The optimum sequence would, however, de-
pend on the numerical value range of the user’s utility functions
under consideration. Therefore, to obtain best convergence, a
sequence suitable for the given system must be used.

In Fig. 3, we compare the performance of the externality al-
gorithm for different SNRs (2P™* /Ny)). For a three-user net-
work, we plot the sum of users’ utilities against the number
of iterations for various SNRs. As can be seen, the algorithm
converges to the centralized optimum for all SNR values. How-
ever, since different SNRs result in different numerical values of
users’ utility functions, the convergence time to the centralized
optimum varies in each case and depends on the distance of the
initial point from the optimum.
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Fig. 2. Sum of users’ utilities versus number of iterations for different modi-
fication parameter sequences {7("™)}. Uplink cellular network with three users
employing MMSE-MUD; 7(™) = (1/n)?, 2P™* /N, = 15 dB.
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Fig.3. Sum of users’ utilities versus number of iterations for different values of
2Pmax [ Ny Uplink cellular network with three users employing MMSE-MUD;
7_(n) — (1/n)0.001 .

For 7™ = (1/n)%%1 and 2P™*/N, = 15 dB that re-
sult in best convergence in Figs. 2 and 3, we plot the sequences
{ﬁ)z(n)} corresponding to each user 7 € {1,2,3} and each MC
i € {01,02,035} in Fig. 4. The three components of vectors
1215” ,n=1,2,...corresponding to users 1, 2, and 3 are plotted
on three separate plots. On the same plots, we also plot the op-
timum centralized power allocation (p1, p2, p3). It is clear from
the plots that the sequences {1; "’} converge to the centralized
optimum that illustrates the statement of Theorem 1.

To compare the performance of the externality algorithm with
increasing interference, we plot in Fig. 5 the average utility per
user resulting from the externality algorithm against the number
of iterations for different number of users. On the same plot,
we also show the optimum centralized value of the average
utility per user for each case. As can be seen, the algorithm con-
verges to the centralized optimum for three- and four-user case,
whereas for six and eight users, it does not converge to the op-
timum value in given number of iterations. The reason for this
is as follows. When the number of users is small compared to
the signal dimensions, the cross correlation between the users’
waveforms is small; hence, the users’ utility functions are close
to concave as mentioned in the beginning of Section IV. As
the number of users starts overshooting the available signal di-
mensions, which is six in our simulations, the cross correlation
between the users’ waveforms increases, and the utility func-
tions are not guaranteed to be close to concave. Therefore, even
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Fig. 4. Sequence {#{™} versus number of iterations n for users i € {1, 2,3}
and MCs i € {01, 02, 03}. Uplink cellular network with three users employing
MMSE-MUD; 7(") = (1/n)®0°1, 2 Pmax /N, = 15 dB.

Average utility per user

Number of iterations (n)
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Fig. 5. (color online) Sequence 1/ Y. _ MUK U;(w(™)) versus number
of iterations n for 3, 4, 6, and 8 users. Legend: Blue — M = 3, Red — M =
4, Green — M = 6, Pink — M = 8. Uplink cellular network employing
MMSE-MUD; 7(™) = (1/n)0-001 2 Pmax /N, = 15 dB.

though the externality algorithm improves the value of the ob-
jective function, it does not converge completely to the global
optimum.

Next we consider an uplink CDMA system where the base
station (BS) employs simple matched filtering to decode the
signal of each mobile user. In this case, we take the utility of
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Fig. 6. Average utility per user versus 2™ / N Uplink cellular network of
8 users with SINR utility; 7(™) = (1/n)°5.

a user to be its signal-to-interference-plus-noise ratio (SINR) at
the BS receiver, i.e.

pihio

> pihjo
JEM,j#i

Ui(p) = 2D

No | L
2+N

where h o is the channel gain from user j,j € M, to the BS,
and NV is the number of dimensions of the users’ waveforms. For
this system, we set up a simulation scenario in the same way as
done for the MMSE-MUD system. We use the same transmis-
sion power limits for the users and use the same parameters for
the circle radius and propagation loss.

For the SINR utility, the impact of different sequences {7(")}
on the convergence of the externality algorithm is similar to that
discussed for MMSE-MUD utility. However, the optimum se-
quence of the form 7(") = (1/n)? in this case has § = 0.5.
Using this modification sequence, we compare the impact of
varying SNR on convergence in Fig. 6. In this figure, we plot two
curves representing the average utility per user for an eight-user
network. The upper curve shows the optimum centralized value
of per-user utility corresponding to each SNR, and the lower
curve shows the per-user utility for that SNR at the point of con-
vergence of the externality algorithm. As can be seen, the exter-
nality algorithm converges close to the centralized optimum for
negative SNR values. For positive SNRs, as the SNR increases,
the gap between the centralized optimum and the solution of the
externality algorithm increases. The reason for this deviation is
that for negative SNRs, the SINR utility is close to concave, but
as SNR increases in positive direction, the SINR utility becomes
more and more nonconcave; hence, the externality algorithm
does not guarantee convergence to the centralized optimum.

The two examples from cellular CDMA communication pre-
sented in this section show that the externality algorithm results
in optimum centralized power allocation when the networks op-
erate under conditions where users’ utilities are close to con-
cave. The modification parameter sequence plays a critical role
in determining the convergence speed of the algorithm. Other
factors such as SNR and signal dimension impact convergence if
they are critical in determining the shape of the utility functions.
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V. CONCLUSION AND FUTURE WORK

Power allocation problems in wireless networks with interfer-
ence differ from those in wired networks and wireless networks
without interference because of the presence of transmission
power externalities. Thus, pricing schemes that are useful in de-
veloping optimal decentralized power allocation algorithms for
networks of latter types do not result in globally optimal allo-
cations for networks with interference. In this paper, we formu-
lated the power allocation problem for a wireless network with
interference as an externality problem. We presented a decen-
tralized algorithm that accounts for the transmission power ex-
ternalities generated by each user to other users. The algorithm
results in globally optimal power allocations for concave utility
functions and has a message space dimension M? that is of the
same order as Reichelstein’s lower bound [O(M?)].

This work opens up several new directions for further re-
search. Some of the interesting issues that are part of our fu-
ture investigation are: extension of the externality algorithm to
time-varying channels as well as time varying utilities, devel-
opment of an optimal power allocation algorithm for large net-
works where every user experiences interference by only a frac-
tion of the users in the network, development of game forms
that implement in various types of equilibria the solution of the
aforementioned power allocation problems.

APPENDIX A
PROOF OF THEOREM 1

Key Ideas of the Proof of Theorem I: There are two key
steps in the proof of Theorem 1. We first note that each sequence
of allocations {7115”)}311, 1 € M U Ok, generated by the ex-
ternality algorithm is in a compact set, and therefore, each se-
quence {12)2(")}3;1 has a convergent subsequence. In the first
step (Claims 1 and 2), we consider such a converging subse-
quence {u?,f"/)} of a given user ¢ and the corresponding subse-
quences {d;;-n/)}, Jj € (M UOk)\{i}, of all other users. We

show that the subsequences {12)5»”/)}, Jj € (MUOk)\{i}, are
also converging subsequences and that all ,of them converge to
the same limit @ as the subsequence {u?z(" )}. Furthermore, we
show that this common limit is a feasible solution of Problem
(P1). In the second step (Claim 2 and Claim 3) we show that
the aforementioned common limit is an optimal solution of the
centralized counterpart of Problem (P1). Since the centralized
counterpart of Problem (P1) has a unique optimal solution (as it
is a strictly concave optimization pro/blem), and any arbitrarily
chosen converging subsequence { wf" )} of an arbitrarily chosen
user ¢ is shown to converge to the optimal solution, it follows
that for every ¢« € M U Ok, all converging subsequences of
{ zbg")}le converge to the optimal solution. This in turn im-
plies that for every ¢ € M U Ok, the sequences {uﬁgn)};‘f:l
themselves converge to the optimal solution.

Proof of Theorem 1: Leti € MUOQx be a given user. Since
the set S; is convex and f)gt) € S;,V t, it follows that the convex
combination ofﬁgt), 12)7(”) =53 r<t>ﬁ§f) €S;, Vne

{1,2,3,...}. Since S; is compact, there exists a subsequence

{u?fn/)} of {w,§">}g°:1 that converges to a limit @} in S;.
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Define

1
F+D (0

n

w® =

1
= 22
) (22)

I
=]

In the following claim, we show that the subsequence {w("/)}
of {w(™}° | that is defined by the same set of indices as those

of {u?i("/)} converges to ;. Using this result, we show that
the subsequences {wj."’)},j € (M U 0k)\{4}, corresponding
to users other than ¢ that are specified by the same set of in-
dice,s as those of {fug",) }, also converge to the same limit—i.e.,
(") =@t = wf, YV j € (MUOK)\{i}.

Claim 1: Let for some i € M U Oy, lim, — o 12)1("’) =
w?. Then

(1) lim, — - w(”') — w®))2 = 0, ie.,
(2
lim, — o w'™/) =
7
(i) limy — o 00" —  w®))2 - 0, ie.,
J

limy — e ®$") = @7 ¥ j € (M UO0x)\{i} /
(iii) The common limit w; of the subsequences {121;" )}, J €
M U Ok, is a feasible solution of Problem (P1).
Proof: (1) We must show that

Ve>0,3n):Vn' >nh, [0 — w2 < e

K2

(23)

Since || - ||? is a convex function, for any n’
n'—1
~(n' n' t ~(t+1 t
™) = wtO|? <~ 37 I — pOIP. 24
t=0

By (12), we have for any ng < n’

1 .
S DD o2

a'("')

t=0
1 77,071 (t+1)
< ® Y D 02
o t=0
n'—1

1 .
=5 > 1Y = p 2

ol

—1—7'("0)

(25)

t=ng

In Claim 2, we show that there exists a constant C,, € (0, c0)
independent of n’ such that

n'—1

1 (841
7 2 I =P < G

t=ng

(26)

Assuming (26) to be true, and given any ¢ > 0, we can choose
no (by (13) and [25, Definition 3.1]) such that

€

(o) < —_|
T =0,

27)

Since S;, ©+ € M U O, is compact and [)5“1) € S;, there exist

constants C'g, independent of ¢ [25, Theorem 2.41, p. 35] such
that

V) < Cs,, i e MUOK. (28)
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Therefore, the sum A, defined below is finite for any ng < oo
and, in particular, for ng chosen in (27)

’no—l

Ao, = Y I = pO)? < oo (29)
t=0

By (14), o) 0 as n! — 00; therefore, we can choose an
ng, large enough such that

(ni)l) > 2’7'(1)140z .

o 30)
€
Then
Vn'>ni:= max ng,
1EMUOk °
o) > om0 > (") e MU0k, 31)

Substituting (26) and (29) in (25) and using (31) implies that

o , 1
8" — w2 < —~rW 4y +70)C,
i o(nh) i
S%-I—%zg Vn' > ng (32)

where the sgcond inequality in (32) follows from (27) and (30).
Since {12)5” )} is a converging subsequence with limit @}, (32)
implies that the subsequence {w(”') } also converges and has the
limit w}. O

(i) Replacing ¢ by j in (24)—(32), we obtain for each j €
(MU O0x)\{i} that

W , 1
™) = w™|? < LA, 47000, < e (33)
o\"o

Since by part (i) {w("') } is a converging subsequence with limit
it follows from (33) that for each j € (M U 0x)\{i},
{12;](" )} is also a converging subsequence with the limit w;. [

(iii) Since each set S, j € M U (O, is compact, the limit of

WF

7

each subsequence {uij(.n/)} Jj € MU O, lies in the respective
set S;, j € MU Ok. By parts (i) and (ii), we know that V j €
M U Ok, the subsequences {11)5-"/)} converge to the same limit
wy;. Therefore, by above argument w; € S;, V j € MU
Ox. It follows that ) € S = ();c g0, 5> and hence, W} is
a feasible solution of Problem (P1). To complete the proof of
Claim 1, we need to prove (26). This is done in Claim 2. O
Claim 2: There exists a constant 0 < C}, < oo such that

n—1

1 L(t+1

5 DI =P <Gy, Y
t=0

Proof: Since ﬁgt“) is the optimal solution of Step 1) of the

algorithm, it follows from [26, Theorem 1.6] that!2
T(t-i—l)Ui(ﬁz(t-l-l)) _ ||ﬁ2(t+1) _ p||2
S R e e
> DU (p), Vp € S;, i € MUO. (34)

12by taking || - ||? as function J;(-) and U;(-) as function J5(-) in Theorem
1.6 of [26]
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Adding (34) over all ¢ implies
L(t+1) Z Ui(ﬁgt+1)) _

1€EMUOK
+ (M + K)|]p — p||* -

~ 1
S - pl?

1€EMUOk

> s =0

1EMUO
>, (t+1) Z U(p), Vpe S = ﬂ Si. (35)
1€EMUOk 1EMUO
By convexity of || - ||
(t4+1) _ 12 < t+1) 2
) g s L SR
ZGMUOIC

Replacing the second term in (35) using (36), adding (35) over

t=0,1,...,n—1, and dividing by M + K, we get, Vp € S
(t+1) (f+1) m) _ 112
M+K Z T > Uip =l = pl|
7€MU0K
. (1) P2
e X S -
1EMUOk t=0
(n)
g
> () — |Ip©® — 2.
>k > Uip) = 1P —pll (37)
1€EMUOk

By concavity of U;(p) in p

Z Z (t+1)U( t+1))

M+K 1€EMUOx t=0

o

M+ K

< S Ui@™).

1EMUOk

(38)

Substituting (38) in (37) and multiplying by (M + K) /o™, we
obtain

M+ K

Z Ui(io(™) — WHP(") —pll?
1€EMUOk
1 n—1
~(t+1

> Z 5D = p 0|

1€EMUOx t=
M+ K

> > 1P —pl>, Vp € S. (39)

1EMUOk

Since S;, ¢ € M U Ok, and S are compact, the numerators of
the second terms on both the left-hand side (LHS) and the right-
hand side (RHS) of (39) are bounded. From (14), ¢(") — oo as
n — 00. Therefore

lim —[lp™ —pl* =0

n — oo 0’("

lim —||p(0) —p|> =0 (40)
— oo a—(n)

n

Furthermore, since S;, ¢ € MUOx, and S are compact, w( )
Si,p € S,and U;(+), i € M U O, are continuous functlons on
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RM, there exist constants 0 < Cps, < 00, i € M U O,
independent of n such that

Ui(p)| < Cus,. |Ui(#™)| < Cus,. i € MUOk.  (41)

Then, (39) together with (40) —(41) implies that for an appro-
priate constant 0 < C), < oo

VY n.

@12 < (42)

n—1
1 L (t+1
ey Z ||P1(:t+ ) —-p
S —

This completes the proof!3 of Claim 2 and, therefore, the proof
of Claim 1. O

The arguments used in the proof of Claim 2, specifically those
leading to inequality (39), together with Claim 1 allow us to
prove that the limit w; is an optimal power allocation.

Claim 3: The limit point w; of the subsequences
{u?;" )}, j € MU O, is an optimal solution of the cen-
tralized counterpart of Problem (P1).

/Proof: From Claim 1, we have that the subsequence
ﬁ)j(n ) —wf, V j € MUQOk. Therefore, as n' — oo, the
first term on the LHS of (39) converges!4 to the value of the
objective function [in (5)] at w}; this can be compared with
the value of the objective function at any point p € S if the
limits of the other three terms in (39) are known. From (40), the
second terms on both the LHS and the RHS of (39) converge to
0. Since || - ||? is convex, Vi € M U O

n'—1
" P < > T =
n'—1
~(t 1
o S -
U =0
) <1, v > 0. (43)
Substituting (43) in (39) implies thatV p € S
~(n M+ K n/
> Uiy = ™) =l
. a
1€ MU0k
= S ™) — w2
i€ MU0k
M+ K
> D Ul =y 0@ =l @
i€ MU0k

Taking the limit n’ — oo in (44) and using (32), (33), and (40),
we obtain

Ui(p), VpeS. @3

Yo U@ Y

i€MUDK i€ MUOK
O

131t should be noted that the result of Claim 1 has not been used in the proof
of Claim 2. The two claims are presented in the given order only to facilitate the
flow of the proof of Theorem 1.

14We only consider the subsequence {n'} of {n} here, for which {1?75”’)}
converges.
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Claim 4: The sequences {1215")}?10:1,2' € M U Ok, gener-
ated by the externality algorithm converge to the optimal solu-
tion of the centralized counterpart of Problem (P1).

Proof: In Claims 1-3, we have shown t/hat if we consider
any arbitrary converging subsequence {7111(" )} of an arbitrary
user ¢, this subsequence converges to an optimal solution w; of
the centralized counterpart of Problem (P1). Since the central-
ized counterpart of Problem (P1) is a strictly concave maximiza-
tion problem, it has a unique optimal solution w* that must be
equal to ;. Since the user and the corresponding subsequence
are arbitrarily chosen in Claims 1-3, the results of Claims 1-3
hold for all the users and all converging subsequences of each
user. This means that for every ¢ € M U0, all converging sub-
sequences of {w,§">}g°:1 must converge to the unique optimal
solution w*. Since each sequence {uﬁgn)}ff:l, 1 € MUDOg, lies
in a compact set S; C R™, and since for each i € M U O, all
converging subsequences of {1215")}30:1 converge to the same
limit w* (in other words, each sequence { 1115")}30:172' e MU
Ok, has exactly one point of accumulation!s), by [27, Corollary,
p. 53], each sequence {111,5")}2‘;1 for i € M U O, itself con-
verges to the optimal solution w*.

This completes the proof of Claim 4 and establishes the as-
sertion of Theorem 1.

APPENDIX B
CONCAVITY OF THE MMSE-MUD UTILITY FUNCTION

One crucial assumption in Section II-A that is required to
prove the convergence of the externality algorithm is that the
users’ utilities are concave functions of power profiles. In this
section, we show the conditions under which the MMSE-MUD
utility function studied in Section IV is close to concave.

Suppose there are M users in a network, and all the users
use MMSE-MUD receivers to decode the received data. The
minimum mean square error at the output of user i’s (z € M)
receiver is then given by (see [24, Ch. 6])

9 -1
min I+ —ARA
( No )

e T 2]
mi"‘eRuME[HbZ mi g ] -

(40)

where b; is the transmitted data symbol of user ¢, y; is the output
of user ¢’s matched filter corresponding to its input received
data, I is the identity matrix of size M x M, Ny/2 is the
two sided power spectral density of the thermal noise, A :=
diag(A1, A, ..., Apr) is the diagonal matrix consisting of the
received amplitudes of users 1 through M, and R is the cross-
correlation matrix of the users’ signature waveforms. For sim-
plicity of analysis and for analytical tractability, we consider the
case of two users below.

For the two-user (M = 2) case, the expression for the MMSE
in (46) becomes

No
MMSE; = — —
5w (1= )

i.je{1,2)y,j#i

(47)

15See [27, Lemma, p. 52].
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Fig. 7. Ui(p1.p2) versus (p1,p2) for No/2 = 10712, hyy = 0.5, hoy =
0.6, and p = 0.01.

where p;h;; = A? and pjhji = Aj27 1, € {1, 2}7 i # i
hi; and hj; are the channel gains from transmitters 7; and 77,
respectively, to the receiver R;; and p is the cross correlation
between the signature waveforms of users 1 and 2.
We take the users’ utility functions to be

U,(p) = —MMSE,;(p)7 (S {172}' (48)
Below, we investigate the properties of function U; defined in
(48). From (47) and (48), we see that for a given PSD Ny /2 of
the thermal noise, the channel gains h11, ho1, the cross correla-
tion p, and the transmission power p, of user 2, the function Uy
is of the form cl;épl for some constants ¢ and co. Thus, Uy
is concave in p;. On the other hand, for a given p4, if p is very
small, which is usually the case in practical wireless systems,
the coefficient p? in the denominator of (47) makes the varia-
tion of Uy with ps very small. Thus, p; dominantly determines
the curvature of function U;. To illustrate this, we plot U;(p)
versus (p1,p2) in Fig. 7. It can clearly be seen from Fig. 7 that
U, is a concave function of p; and varies very little with ps.
Therefore, it is close to concave in p = (p1, p2).

To check the utility of user 2, we use similar arguments as
above by interchanging the indices 1 and 2, and we get that U,
is also close to concave in p.

For larger networks with M > 2, it is difficult to give a gen-
eral expression for U; similar to (47). However, when the cross
correlation among the users’ waveforms is small, the curvature
of function U; is dominantly determined by p;. Similar to the
case for M = 2, the function U; is concave in p,; and varies
very little with other components of p, thus suggesting that it is
close to concave in p.
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