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Abstract. This work investigateghe benefitsanddravbacksof usinga lottery
to scheduleanddrop pacletswithin a router We find thata lottery canprovide
mary distinctlevelsof servicewithoutrequiringthatperflow statebe maintained
in the routers. We alsoinvestigatethe re-orderingwithin a flow thatcanoccurif
alotteryis usedto pick pacletsto forwardwithout regardto their flow order

1 Intr oduction

The currentinternetinfrastructureprovides the samelevel of serviceto all paclets,
namelyBestEffort service.This type of servicehasprovento be adequatdor mary
applicationsHowever, giventhe heterogenousatureof traffic onthe Internetandthat
network bandwidthontheInternetis alimited resourcea meandor providing different
levels of serviceto differenttraffic would be beneficial Higherlevels of servicecould
beusedto meetthe QoSneedof certainapplicationge.g.,streamingaudioandvideo),
or to simply satisfythedemand®f userswho arewilling to payfor improvedservice.

Beforedifferentlevels of servicecanbe provided,the network needsa way to de-
terminethe level of servicepacketsshouldreceve. Therearetwo prominentmethods
for makingthisdistinction.Eithertheroutermaintainsenougtstateto identify thelevel
of servicea paclet shouldreceize basedon the flow it belongsto, or paclketscarrythe
stateneededo identify their servicerequirementsThe IntegratedServices(IntServ)
framawork [1] is a systembasedon the first method while the DifferentiatedServices
(DiffServ)model[2], [3] proposeshesecond.

Becausat requiresroutersto maintainperflow state,IntServis generallyconsid-
eredlessscalablethanDiffServ DiffServpreseresthe statelesmatureof corerouters
thusguardingtheir scalability It doesthis by distinguishingbetweencoreroutersand
boundaryrouters(alsoknown as edgerouters).Boundaryrouters(ingress,egress,or
possiblyboth) performtraffic shapingandpolicing of flows leaving the coreroutersto
forwardpaclketsbasedn statecarriedin pacletheadersThis stateidentifiestheaggre-
gatetraffic classto which that paclet belongs.Coreroutersusethis stateto determine
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how the paclet shouldbe treated thatis, the statedetermineghe PerHop Behavior

(PHB) the paclet receives. PHB groupstypically definea few traffic classesandthe
associatedorwardingbehaior thoseclassegeceve. Examplesof PHBsare Assured
Forwarding[4] andExpedited-orwarding[5]. Assured-orwardingprescribe$our traf-

fic classeswith up to threedrop precedenceper class.Differentiationis achieved by

assigningeachclassa portionof the availablebandwidthandbuffer spaceandthrough
useof thedropprecedenceExpedited~orwardingprovidesonehigh priority classwith

guaranteesf a certainamountof bandwidthavailablefor pacletsin thatclass.

Thiswork investigatesheaptitudeof Lottery Queueindor providing Differentiated
ServicesLottery Queueingis basedon the CPU schedulingmechanisnpresentedn
[6].% In Lottery Queueingeachpacket carriesa bid valuesetat the senderRoutersuse
thebid valueto distinguishbetweerpacketswaitingin theirforwardingqueuesThebid
value canbe usedboth to determinethe next paclet to forward and,whennecessary
to choosea paclet to drop. In this way, Lottery Queueingcan provide differentiation
in eitherlatengy, or droprate,or both.Ideally, therewill be alarge rangeof bid values
availablewhichwill allow for mary levelsof service Becauséid valuesarecarriedin
thepacletheadersit preseresthe statelessatureof routersimplementingt.

In this paperwe shaw thatnot only canLottery Queueingprovide differentiationin
bothlateng/ anddrop rate betweerpacletscarryingdifferentbid values,it doessoin
amannerproportionalto the bid values.Thatis, Lottery Schedulingcanprovide mary
levelsof servicedependenbn the numberof uniquebid values.

Usingataxonomysimilar to thatin [2], theserviceprovidedby Lottery Scheduling
is bestdescribedas ProbabilisticallyRelatively Quantified.Thatis, in the aggrgate,
packetswith higherbidswill receve betterservicethanpacletswith lower bids. How-
ever, becausat is probabilistic,individual pacletswith a higherbid may experience
worseservicethana packetwith alower bid.

ProbabilisticallyRelatvely Quantifiedservicemay be adequatdor someapplica-
tions. For example,assumingthat Best Effort traffic is assignecda bid value of one,
someonesimply desiringfasterthan BestEffort servicecould usea bid valuegreater
thanone.However, someapplicationamay have morespecificservicerequirementsif
the senderknows that a certainpaclet carries“important” data,it could usea higher
bid valuefor that packet. Dynamicallychangingthe bid value could alsoallow a flow
to maintaina certainlevel of servicedespitechangingnetwork conditions.Becauset
is the recever that knows when servicerequirementsre not being met, a feedback
mechanisnfrom the recever to the sendercould be used.This feedbackmechanism
could take the form of explicit requestdor a bid change or could be inferred at the
sendewusingAcks. The key attribute of Lottery Queueinghatallows userfeedbacko
the network for meetingQoSneedss its ability to allow fine grainchangesn service
dependentnly onthe numberof bid valuesavailable.

Becausallocatingbandwidthis a zero-sungame theremustbe somepenaltythat
preventsusersfrom trying to grabthe largestshareby alwaysusingthe maximumbid
value.The mostobvious suchpenaltyis chaging usersmorefor usinghigherbid val-
ues.DifferentiatedServicesassumeshat a customerwill negotiatea contractwith a

! Theauthorsof [6] usesthe term Lottery SchedulingWe alsousethatterm, but for a specific
aspecbf Lottery Queueing.



network provider that specifiesthe guaranteegrovided by the network provider and
the restrictionson the traffic the customercan sendinto the provider’s network. This
agreemenis referredto asa ServicelLevel Agreemen{SLA). SLAswill berecursvely
formedbetweemeighbometworksfrom the sendeto therecever sothatsometype of
end-to-endguaranteexists. Oneway that Lottery Queueingcouldfit into this frame-
work is for domainsto agreeto forward a certainamountof traffic at a setbid value.
For example,there could be an agreemento forward 10 Mbps of bid 10 traffic. A
moreinterestinguseof Lottery Queueingthe onewe focuson, allows sendergo set
anddynamicallychangethe bid value of their flows. For this purposean SLA could
include pricing agreement$or pacletscarryingdifferentbid values.If restrictionsare
not placedon the amountof traffic carryingeachbid value,the resultwill be a market
for available bandwidthwherea larger shareof the bandwidthgoesto thosewho pay
morefor usinghigherbid values.

In Sect.2 we describethe mechanismsehind Lottery Queueing.Section3 re-
lateshow we implementedthe test system.Section4 presentsexperimentalresults.
It includesexperimentson droprate,queueindateng, andpacketre-ordering Finally,
Sect.5 concludeghe paper

1.1 RelatedWork

Lottery Queueingdoesnot provide fair shareschedulingn the senseof Fair Queueing
[7]. If all flows usethe samebid value,the flow thatsendshe mostwill getthelargest
shareof bandwidth.However, if flows are chagedfor the paclketsthey send,Lottery
Queueingeould be consideredo achieve a type of fairnesswherepaying more gives
you betterservice.

Core-StatelesBair Queueing CSFQ)[8] andCore-Jittetirtual Clock (CJVC)[9]
both endeaor to provide Fair Queueingwhile maintainingthe statelessiatureof the
network core. CSFQusesedgeroutersto mark packetswith their flow’s arrival rate
andusesthatinformationin the coreto provide Fair Queueingat corerouters.lt does
not provide for allocatingdifferentportionsof the bandwidthto differentflows. CJVC
goesbeyond Fair Queueingandprovidesguaranteedervicefor flows. However, it as-
sumesaresenationbasedadmissiorcontrolpolicy. While Lottery Schedulingdoesnot
provide guaranteedervice jits morerelaxed servicemodelcanprovide mary levels of
differentiationwith lessstrict admissioncontrol suchas Measurement-Baseéidmis-
sionControl[10] or no admissiorcontrol.

RED [11] providesa meansfor congestioravoidance.RED routerstrack the av-
eragequeuelength.Whenthe averagequeuelengthis lessthana setminimumvalue,
no paclketsaredropped Whenthe averagequeudengthis greatethana setmaximum
value,all packetsaredropped Averagequeudengthsbetweerthe minimumandmaxi-
mumvaluescausepacketsto bedroppedwith acertainprobability RIO [12] extendsthe
RED systemto provide two servicelevelsby distinguishingbetweenin andout pack-
ets.Out packetsaredroppedearlierandwith a higher probability thanin paclets. It
would be possibleto extendLottery Schedulingo provide a congestiorcontrolmech-
anismcombinedwith servicedifferentiationasin RIO. We alreadyusebid valuesto
differentiatebetweerpaclketswhendroppingpacletsdueto queueoverflow. This could



be extendedto include Early-Dropwith lower bid pacletshaving a higherprobability
of beingdroppedearly. We leave explorationof this possibility asfuture work.

2 Packet Scheduling

We describehequeueingystemsve have investigatedWe focuson Lottery Queueing
for its potentialto provide mary levels of servicewith proportionalsharing.For com-

parisonpurposesye also examine DeterministicQueueingwhich usesthe bid value
to forward basedon staticpriority. A queueingsystemconsistsof the schedulingdis-

cipline, which determineghe next paclet to be sened, anda droppingpolicy, which

determineghepacletto dropwhenthe queues full.

2.1 SchedulingDisciplines

We studytwo schedulingdisciplinesthatcandifferentiatebasedn abid value:Lottery
Schedulingand Deterministic(Static Priority) SchedulingFor comparisornpurposes,
we alsoincludetraditional FIFO (first-in-first-out)schedulingn our study

Lottery Schedulingis a probabilistic schedulingmethod. The next paclet to be
senedis choserby holdingalottery with the probability of anindividual paclketbeing
senedbeingproportionalto its bid value:

Pr[pacletk is sened] = ZBljB , Q)
3 D

whereB; is the bid valueof pacleti; j representgachpacletin queue With lottery
schedulingpaclketswith higherbidshave agreaterchanceof beingsenednext. There-
fore, during timesof congestiorhigherbid pacletsshouldtypically experiencdower
queueingdelaythanpacletswith lower bids.However, sincelow bid pacletsneverthe-
lesswill have achanceof beingsened,they won't bestaned.Evenif highbid paclets
keeparriving low bid packetswill still receive a shareof the bandwidthproportionalto
their bid value.

Onesideeffect of Lottery Schedulings thatpacletsin a flow have a higherproba-
bility of arriving out of orderatthereceier. Whena flow hasmorethanonepacletin
arouter’s queue gachpacket hasequalprobability of beingforwardednext (assuming
theflow hasnotchangedhebid valuecarriedby its paclets).We explorethis aspecof
Lottery Schedulingn moredetailin Sect.4.4.

An alternatve form of Lottery Schedulingthatdoesnot suffer from this problem
would maintainthe orderof a flow’s pacletsby alwayssendingin FIFO orderwithin
aflow. This doesnot requirea routerto maintainstatefor every flow passingthrough
it, it only needsto keeptrackof flows thatcurrentlyhave pacletsin thequeuelf there
aretwo pacletsfrom the sameflow in the queue the routerwould ensurethatthe first
packtto enterthe queueis forwardedfirst.

DeterministicSchedulingalways forwardsthe paclet with the highestbid. If the
gqueuecontainsmultiple paclets with the samehighestbid value they are sened in




FIFO order As long asa flow doesnot changeits bid value, DeterministicSchedul-
ing will not re-orderqueuedpacketsbelongingto a flow.? Thekey differencebetween
Lottery Schedulingand DeterministicSchedulings that Lottery Schedulingprovides
proportionalschedulingThatis, with Lottery Schedulingall flowswill receve service
atalevel proportionalto their bid value; DeterministicSchedulingallows stanation of
lower bid pacletsif higherbid pacletskeeparriving.

2.2 Dropping Policies

We considerthreedroppingpolicies: Lottery Drop, DeterministicDrop, andthe stan-
dardDrop Tail policies.

The mechanismbehindLottery Drop is analogoudo that of Lottery Scheduling.
Whenanew pacletarrivesatafull queuseit is placedin the queueandallotteryis held
to determinewhich packet to drop. For Lottery Drop the probability of anindividual
paclet beingdroppeds proportionalto theinverseof its bid value.

1/Bj,
Ej 1/Bj
Hencehigherbid pacletsarelesslikely to bedroppedhanlower bid paclets.

DeterministicDrop selectsthe lowestbid paclet in the queueto drop. If thereis
morethanonepacketwith the sameowestbid, the latestto arrive is dropped.

Pr[pacletk is dropped]= (2)

2.3 Interactions of Schedulingand Dropping Policies

As statedabove, a queueingmechanismis definedby its schedulingdiscipline and
droppingpolicy. When combinedinto a single queueingmechanismthe scheduling
discipline and droppingpolicy are no longerindependentFor example,focusingon
the time spentby a single pacletin the queue the numberof pacletssened prior to
this pacletinfluenceghe chancef this paclket beingdropped Lik ewise, the number
of otherpacletsdroppedinfluenceshe amountof time the packet mustwait beforeit
seesservice.Hence,it is importantto comparecompletequeueingmechanismsather
thanjust the forwarding or droppingpolicies. The following are the combinationsof
schedulingdisciplinesanddroppingpolicieswe usein this study:

1. FIFO schedulingwith Drop Tail (FSDT). This is the traditional router queueing
mechanism.

2. Lottery Schedulingwith Drop Tail (LSDT). Lottery Schedulingorovideslower la-
tenciesfor higherbid paclets.Drop Tail guaranteeshat oncea paclet entersthe
queueit will eventuallybesened.

3. Lottery Schedulingwith Lottery Drop (LSLD). This combinationtendsto favor
higherbid pacletsin bothforwardinganddropping.A pacletthathasenterecthe
gueueis notguaranteedo be forwarded.

2 However, paclets canstill arrive out of orderat the receier due to network topologicalor
routingchanges.



4. FIFO Schedulingwith Lottery Drop (FSLD). This combinationfavors higherbid
pacletsonly whenthereis enoughcongestiorto causehe queueto overflow.

5. DeterministicSchedulingwith DeterministicDrop (DSDD). This combinational-
waysforwardsthe highestbid paclet anddropsthelowestbid paclet.

3 Implementation

In this sectiorwe describeourimplementatiorof the studiedpaclketqueueingystems.
Thisimplementatiorhasnot beenoptimized;therearecertainlymoreefficientwaysof
implementingLottery Queueing.The implementationwas intendedonly to allow us
to studythe behavior of Lottery QueueingWe have implementedour newv queueing
mechanism#n the FreeBSD3.2 operatingsystemkernel. The main modificationsare
changedo the generalEthernetdriver and the Ethernetinterface device driver [13].
While two queuesexist for eachinterface,an input queueand an output queue,we
modify only the outputqueuesincethe CPU on our machinesprocessepacletsfast
enoughto avoid queueingn the input queue.Thereareonly two modificationsto the
kernel queuedatastructure:the addition of a variableto hold the sumof all bidsin
the queueanda variableto hold the sumof all inversebids. Thesevariablesfacilitate
holding lotteriesfor schedulinganddroppingpaclketsasdescribedelon. Whenever a
pacletis addedo or removedfrom the queuethesevariablesareupdated.

Packet Enqueueing Enqueueings doneby the generalEthernetdriver. This is also
wherepacletsaredroppedif the queueis full. The standardrop Tail implementation
simply addsthe pacletto theendof thequeuelf thequeuss full, the pacletis dropped
andthememoryusedby the pacletis freed.

Whenusing Lottery Drop, anincoming paclet is always addedto the end of the
queuelf the queueis full alottery is thenheld by pseudo-randomlpicking a number
betweenzeroandthe sumof all inversebids in the queueusingthe inversebid sum
storedin the queuestructure.The queueis traversed keepinga running sum of the
inversebid valuesas pacletsare passeduntil the runningsum exceedsthe randomly
choservalue,in which casethe correspondingpacketis dropped.

For DeterministicDrop, incoming packetsareinsertedin bid order (high to low).
Whenthe queuebecomedull, the paclketatthe endof the queues dropped.

Packet Dequeueing Dequeueings doneby the Ethernetinterfacedevice driver. The
standardFIFO schedulingqueuesimply picks the packet from the front of the queue
for sending.

The Lottery Schedulingmechanisnworksin a mannersimilarto Lottery Drop. To
pick apacletfor sendinganumberetweerzeroandthesumof all bidsin thequeueis
chosempseudo-randomlyrhe queueis traversed keepinga runningsumof bid values
as pacletsare passeduntil the running sum exceedsthe randomly chosenvalue, in
which casethe correspondingacletis forwarded.

DeterministicSchedulingorwardsthe pacletat thefront of the sortedqueue.

3 Ourreferencémplementatioris availableat http://irl.eecs.umich.edu/jamin/papers/marx/lotteys,
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Fig. 1. Testbedsetup.Thecongestiorpointis betweerthe ExperimentaRouterandthe
Sink.

Bid Placement.For Lottery Queueingwe requirea meansof carryingthe bid value
inside the paclet. For the purposeof the experimentsin this paperwe placethe bid

valuein thelPv4 type-of-servic TOS)field. At thistime, we have madeno attemptto

fit the bid field into the the DifferentiatedServicedfields of IPv4 andIPv6 definedin

[14]. We notethat Lottery Queueingwill take advantageof asmary bits asaremade
availablefor bidsby providing morelevelsof service.

4 Experimental Results

We usedthe testbedshowvn in Fig. 1 in our experiments During our teststhe Source
nodessenddatato the Sinknode.Therouteincludesacongestiorpointafterthe Exper

imentalRouterwhichis runningoneof the experimentalqueueingsystemsWe collect
datafrom the arriving pacletsat the Sink node.All pacletsare sentusingthe unre-
liable, connectionlessJser DatagramProtocol (UDP). We now shawv the efficacy of

lottery queueingn differentiatingpacletswith varying bids. The differentiationtakes
theform of bothpacletlossandqueuewaitingtime. To getanideaof thebasicbehavior

of our queueingsystemsyve first explore differentiationin droprateandqueudateny

using CBR traffic (Sections4.1 and4.2). Section4.3 describegesultsusingmorere-

alistic traffic models.We explore the possibility of paclet re-orderingdueto Lottery
Schedulingn Sect.4.4.

4.1 DropRate

We first explorethe ability of Lottery Drop andDeterministicDrop to differentiatebe-
tweenpacletsof varyingbids. For this experimentwe usethreesourceprocessesach
generating374-bytepaclets (headersncluded)at a constantrate of 2000 pacletsper
second.Throughexperimentatiorwe determinedhatthe maximumthroughputof the
network throughthe congestiorpoint is about3220pacletsper second;eachprocess
sendsat62%of link capacity Eachprocessnarksits pacletswith adifferentbid value:
1,5, and10. Packetsarealsomarkedwith sequence@umbersallowing the Sink node
to track which pacletsarrive and which are droppedat the ExperimentalRouter We
run eachexperimentfor 120 secondsusing eachof the queueingschemegescribed
above. We allow the systento warmup andstabilizefor 10 seconddeforeary datais
collected.Figure 2 shaws the percentof pacletsbelongingto eachflow that makesit
to the Sink nodeundereachof the queueingnechanismWe do not presentheresults
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Fig. 2. Percenbf pacletsreceived by eachflow underthreequeueingnechanisms.

of FSDTandLSDT sincethedrop-tailpolicy they usedoesnotdifferentiatepacketsby
their bid values soeachflow getsanequalshareof the availablebandwidth.

TheDSDDresultsn Fig. 2ashow thatthehighbid flow recevesasmuchbandwidth
asit needsThebid 5 flow takestheremainingavailablebandwidth Jeaving thelow bid
flow completelystaned.

FSLD (Fig. 2b) andLSLD (Fig. 2c) give eachflow a shareof the available band-
width proportionato theirbid values Thedifferencedbetweerthe FSLD andtheLSLD
resultsshav thatthe schedulingalgorithmusedaffects paclet lossrate.LSLD shows
moredifferentiationbetweerthevaryingbid values Thisis becausé&.ottery Scheduling
tendsto forward the high bid pacletsbeforethe low bid paclets, causingthe low bid
pacletsto gothroughmorelottery dropsandincreasingheir chanceof beingdropped.

4.2 QueueingDelay

We next examinethe amountof time pacletswith differentbid valuesmustwait in the
queuebeforethey areforwardedunderthe variousqueueingmechanismsThe Exper
imental Routerkeepsa countof the numberof pacletsforwardedfrom a queuesince
the startof the experiment.By stampingeachpaclet with the value of this counteras
it entersand leavesthe queue,we obtain a measureof the queueingdelay for each
paclet. The queueingdelayis thusexpressedn termsof the numberof otherpaclets
forwardedbetweenthe time a paclet entersandleavesthe queue.The Sink nodecol-
lectsthe queueingdelayinformationfrom all paclets.It is importantto notethat we
obtainno queueinglelaydatafrom droppecdbaclets.To accountfor droppedpacletsin
presentinghequeueinglelaydata,we usethetotal numberof pacletssent,asopposed
to thetotal numberof packetsreceived,to computethe cumulative distribution function
(CDF) of queueingdelays.

Thedatapresentedhereis collectedfrom the sameexperimentausedto presenthe
drop rate datain the previous section.The queuelength at the ExperimentalRouter
wassetto 160 paclets.Packetsforwardedthroughthe FSDT queuehave to wait a full
gueueof 159 paclets93% of thetime, andthey never wait lessthan154 paclets.This
indicatesthatmostpacletsthatarenot droppedfilled the queueto capacity Occasion-
ally, thethreesendingprocessebecomesynchronizeduchthatseveral pacletsarrive
nearlysimultaneoushandaredroppedgiving thequeueachanceo drainslightly. This
informationis mostlyinterestingfor comparisorwith the otherqueueingmethods.



0.8 0.8

0.6 S —

CDF
CDF

0.4

02t/ Bidl ——
/ Bid 5 ~——
o o Bid 10
0 500 1000 1500 2000 2500 3000 3500 4000 0 200 400 600 800 10001200 1400 1600
Pkts forwarded since a pkt entered the queue Pkts forwarded since a pkt entered the queue
() LSDT (b) LSLD
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DSDD alwaysforwardsthe highestbid pacletin the queusfirst. In this experiment
high bid pacletsseeimmediateservice98.7%of thetime. Bid 5 packetswait anaver
ageof 420 paclets. Sincethe combinationof the high and mediumflows completely
saturateshe congestedink, bid 1 pacletsareall droppedJeaving the queuefull of bid
5 paclets.Not only do thebid 5 pacletshave to wait for the full queueto drainbefore
they seeservice servicels interruptedevery time ahigh bid pacletarrivesatthe queue,
makingthewait longer

We presenthe CDFsof queueingdelayunderLSDT (Fig. 3a)andLSLD (Fig. 3b).
The CDFsdo notgo upto 1, reflectingthe amountof pacletsdropped While thedrop
policy of LSDT doesnot differentiatepacletsby their bid valuesin makingdrop deci-
sions,theuseof Lottery Schedulingdoestake thebid valuesinto accountn forwarding
paclets.This is reflectedin the differencein queueingdelay CDFsof the variousbid
values.The LSLD CDFsdemonstraten interestingand non-intuitive interactionbe-
tweenthe schedulinganddroppingpolicy. Thetail for the Bid 1 CDF is muchshorter
thanthe tails for the higherbid CDFs suggestinghat the low bid paclets seefaster
service Becausd. ottery Dropis beingused thelow bid pacletsaredroppedpreferen-
tially over the high bid paclets.If alow bid pacletis not forwardedquickly from the
queueit is likely it will be dropped.Therefore the sink only countsthe low bid pack-
etsthat happento be selectedquickly for forwarding. The maximumqueueingdelay
in the distributionsis muchhigherthanthe queuesize of 160 pacletsbecausgaclets
aresened at random.Packetswith the highestbid valuemustcontendwith othersof
the samebid valuefor service hencethey alsocanseequeueingdelaylongerthanthe
queusesize.

We do notpresenthequeueinglelayCDFsfor FSLD becaus¢he FIFO scheduling
discipline doesnot differentiateserviceby bid value,henceall paclkets seethe same
queueingdelaydistribution.

4.3 Long-RangeDependentTraffic

All the flows in the experimentdescribedabove transmittedat constantbit rate. Re-
searchersn network traffic characterizatiorave obsened long-rangedependengin
aggreyatenetwork traffic [15]. To studythe effectivenesof our queueingnechanisms
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on long-rangedependentraffic, we conducta similar experimenton sourcegyenerat-
ing on-off traffic with Paretodistributedon andoff times.Aggregatetraffic from such
sourcesasbeenshavn to exhibit long-rangedependeng[16].

FiguresAaand4b shawv thatin thefaceof long-rangedependenfLRD) traffic, while
higherbid flows continueto receive preferentiatreatmentunderFSLD, andanexagger
atedpreferentiatreatmentunderLSLD, lower bid flows do notsuffer asmuchasin the
previous case.The high varianceof long-rangedependentraffic allows lower bidding
traffic to continueto be sened at network switches albeitwith alongerdelay Hence,
when network traffic is very bursty, lower bidding traffic experiencedonger queue-
ing delaybut not higherlossrate. This effect canbe seenby comparingrFig. 3aagainst
Fig. 5a.Notethatthe CDFsof all bid valuesarehigherin thelattergraphwherethetraf-
fic is generatedby Paretoon/off sourceshowever, the percentagef lower bid paclets
stayinglongerin the queueis muchhigher This effectis evenmorepronouncedinder
the LSLD queueingmechanismascanbe seenby comparingFig. 2c againstFig. 4b
for drop ratesof CBR and Paretoon/off sourcesrespectiely, andthe corresponding
queueingdelaysshovn in Figures3b and5b, respectiely.



4.4 Out-of-Order Packets

In thissectiorwe analyzeheproclivity of Lottery Schedulingo re-ordempacletswithin
the network. As shown in (1), Lottery Schedulingchoosedhe next paclet to forward
without any knowledgeof the flow thatpacketbelongsto. This meanghateachpaclet
a flow hasin the queuehasan equalopportunityof beingthe next paclet forwarded
(assumingeachof thosepacletscarry the samebid value).To assistin understanding
how seriousthis effect will be,we have analyzeda simplified modelof our queueing
schemeghat include Lottery Schedulingastheir schedulingmechanismThis model
gives someinsight into what will affect the possibility of re-orderingand the extent
to which re-orderingwill take placeif Lottery Schedulingis used.The mostsignifi-
cantresultfound usingthis modelis thatthe main parametergoverningthe degreeof
re-orderinga flow experiencesat a routerarethe percentagef incomingtraffic to the
routerbelongingto theflow andthe bid valueusedby theflow. Increasinghe percent-
ageof incomingtraffic increaseshe degreeof re-orderingwhile increasingoid value
decreasethedegreeof re-ordering.

Model Description. In our simplified modelall sourcesare CBR sourcesandthe sum
of thosesourcess still CBR. Thatis, thereis no burstinessn the traffic.* With these
CBRsourcesif thetotalincomingtraffic to aqueuss lessthantheoutgoinglink speed
therewill never be ary packetswaiting in the queueto be sent,andso thereis never
ary chanceof pacletsbeingreorderedThereforetheonly interestingcaseis whenthe
totalincomingtraffic is greatethanthe outgoinglink speedIn this casethequeuewill
alwaysremainfull sincepaclketsarearriving fasterthanthey canbe forwarded.Since
the queuelengthis constant(alwaysfull) the total numberof incoming pacletsmust
equalthetotal numberof outgoingpackets,whereapacletis outgoingwhenit is either
forwardedor dropped .Sincethe queueis in equilibrium, it follows thatthe numberof
pacletsthata singleflow hasin the queuewill remainconstant.

Thefollowing systemof equationshelpsdescribethe behaior of this modelusing
theLSLD queueingscheme:

n

ng - b; b;
'fforw"'i]nj'fdro :fi (3)
2all flows™s - b 2_all flows N ’
Z n; = qlen 4)
all flows

ng: thenumberof pacletsflow z hasin thequeue.

b,: thebid valuethatflow x marksits pacletswith.

fz: thefractionof incomingpacletsbelongingto flow z.

frorw: thefractionof totalincomingpaclketsforwarded.

farop: thefractionof totalincomingpacletsdroppedThisis 1 — frorq.
glen: thelengthof thequeuein paclets.

4 While the modelassume£BR traffic, we believe the resultsgive insightinto morerealistic
traffic aswell. For example,paclets from ON/OFFtraffic canonly be re-orderedwhile the
sources “ON”, andwhile thesourceis “ON” it is sendingat a constanbit rate.



Notethat(3) actuallyrepresents whole systemof equationspnefor eachunique
flow usingthe queue Equation(4) providesa constrainthatguaranteeghe solutionto
the systemis onewherethe queueis full. Equation(3) representtiow flow i is treated
in the queue Theright sideof the equationgivesthe percentagef theincomingtraffic
belongingto flow ¢. Theleft sideof theequationrepresentshefactthateachpaclet of
flow ¢ musteitherbe forwardedor dropped.Theleft half of theleft sideis the portion
of forwardedpacletsbelongingto flow i. Theright half of theleft sideis the portion of
droppedpacletsthatbelongto flow .

The equationsrepresentind-SDT are similar. In this case,becauseDrop Tail is
used thefractionof droppedpacletsbelongingto aflow is equalto thatflow’s fraction
of thetotal incomingtraffic. Therefore a flow’s fraction of the total incomingtraffic is
equalto theflow’s fraction of pacletsenteringthe queueafter dropping.This, in turn,
is equalto the flow’s portion of all forwardedpaclets.Fromthis we getthe following
equatiornreplacing(3) in the systemabove:

>all flows™; * b

Using thesesystemsof equationsve canpredictthe numberof pacletseachflow
will have in the queuewhenthe respectre queueingschemeis used.This is useful
becausehe probabilitythatthenext pacletbelongingto aflow forwardedfrom arouter
is out-of-ordeilis determinedy thenumberof pacletsthatflow hasin thequeueasseen
in thefollowing equation.

= fi )

1
Pr(Outof Order)=1 - — (6)
WherePr(Outof Order)is the probabilitythatflow z’s next paclet sentfrom thequeue
is out-of-order Intuitively, the more pacletsa flow hasin the queue,the greaterthe
chancehatthe next forwardedpaclet belongingto thatflow will beout-of-order

PredictedBehavior Figure6ais helpfulin understandinghebehaior predictedby the
LSLD systemof equationsThe z-axisof thegraphmarksthenumberof pacletsaflow
hasin the queue;; the y-axisis the percentagef total incomingpacletsbelonging
to thatflow, f;. Eachline represents differentbid value,b;, for theflow. In all cases,
all the incomingtraffic not belongingto flow ¢, 1 — f; percentof the total incoming
traffic, hasa bid valueof 1. ftor, and f4rop are0.8 and0.2 respectrely, andglen is
100.Whenb; is 1 thefunctionis a straightline. Intuitively, this makessensebecause
thebackgroundraffic alsocarriesabid of 1 soLSLD degenerateso randomlypicking
pacletsfrom the queueto forward anddrop which implies thatthe numberof paclets
aflow hasin the queueshouldbe directly proportionalto the percentag®f incoming
traffic belongingto that flow. Whenb; is 1000the function is approximatelya step-
functionwith theshift in n; takingplacewhen f; equalsf,,.,. The steprepresentshe
transitionfrom flow i needingessthanthe outgoinglink bandwidthto needingmore.
Becausé; is somuchgreaterthanthebid valueof the backgroundraffic, 1000versus
1, when f; is lessthanthe outgoinglink bandwidth,flow i's paclets are forwarded
immediatelyfrom the queuekeepingn; near0. When f; becomegreaterthan f¢,,.,
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Fig. 6. Thebehaior predictedby the LSLD (equation(3) andLSDT (equatiorb) mod-
els.Eachline representshefunctionrelatingthe fraction of incomingpacketsbelong-
ing to a flow usinga certainbid valueto the numberof pacletsthatflow shouldexpect
in the queueatary onetime.

flow i's paclketsstartto competewith eachotherfor the outgoinglink bandwidth.This
leavesthe queuefull of flow i's paclets sincethe backgroundraffic pacletshave a
muchgreaterchanceof beingdropped.

Figure6b useshe sameparameteraskig. 6ato shav thebehaior of aLSDT sys-
tem. The figure shaws thatwhenusing LSDT a high bid flow doesnot take over the
queueuntil f; approache400% of theincomingbandwidth.This is becausall flows
aredroppedin proportionto their sendrateregardlessof their bid value,so whateser
percentagef theincomingbandwidththatflow takes,it will receve the samepercent-
ageof the outgoingbandwidth.

ExperimentaMerification. To corvince oursehesof theaccurag of our equationsve
ranexperimentsn a setupapproximatingour model.Fig. 7 shavs the resultsof those
experimentsTheline shavsthecalculatedvalueof n; onthe z-axisfor differentvalues
of f; onthey-axis.Theparameterssedarethesameasthebid 10 analysidor LSLD as
describecabove. The individual pointsshowv experimentalresults. forw, farop, glen,

andb; werekeptconstanthroughoutthe experimentsamatchingthe valuesusedin the
calculationsBasedon the obsened maximumoutgoinglink bandwidthwe could sim-
ply calculatethe total amountof incomingtraffic neededo getthe desiredfy,,,, and
farop. Eachexperimentuseda differentvalue of f; for the bid 10 traffic with bid 1
traffic makingup the remainingamountof total incomingtraffic. For the purposeof
this experiment,we hadthe routerkeeptrack of how mary paclketseachflow hadin

thequeue Eachoutgoingpacletwasmarkedwith the numberof pacletseachflow had
in the router's queueat thattime. The pointsin the chartshav the averagenumberof
pacletsin the queuewnhile the errorbarsshaw the standardieviation. As Fig. 7 shaws,
thecalculatedvaluespredictedvery well whatwasobsened.

PreventingOut-of-Oder Packets. In this sectionwe look at the maximumfraction of
incoming bandwidth, f;, a flow cantake while keepingthe numberof pacletsit has
in the queuelessthantwo. By keepingthe numberof pacletsin the queuelessthan
two, aflow is guaranteedot to suffer from re-orderingdueto Lottery Scheduling Of
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This definesthe amountof traffic a
flow cansendthrougha routerwith-
outexperiencingre-ordering.

course this f; is goingto vary dependingon otherflows usingthe queueandthe bid
valuesof all the flows. In this sectionwe look this fraction for differentb;’s assuming
theremainingtraffic carriesabid valueof one.

Figure8 shawvs the maximum f; a flow canusewhile keepingits n; lessthantwo
whenthe queueingschemeis LSDT or LSLD with fy,,., equalto 1. (For LSLD with
frorw Otherthanl, the graphwill asymptoticallyapproachthatvalueof fz,..,.) This
resultis presentedor evaluationpurpose®nly. We arenotadwocatingkeepingperflow
statein coreroutersfor the purposeof allowing flowsto tracktheir f;'s.

5 Conclusion

In this paper we have examinedthe possibility of providing differentlevelsof service
usingalotteryto scheduleanddroppackets.We have shavn thatboth Lottery Schedul-
ing andLottery Drop have theability to provide mary distinctlevelsof service Lottery
Drop provides eachflow a shareof the bandwidthproportionalto the bid value that
flow is using.Lik ewise, flows with higherbids seeproportionallyfasterservicewhen
Lottery Schedulings used.Trials with bursty traffic areespeciallyencouragingThey
shaw that Lottery Schedulingcanstill provide servicedifferentiationwhenthe queue
lengthfluctuates.

Thehighvolumeof traffic usuallyassociateavith corerouterssuggestshatLottery
Queueingnay be bestsuitedfor usein the core.Sinceit preseresthe statelessature
of the core, it scaleswell with the numberof flows. In fact, a large numberof flows
will benefitLottery Scheduling.The likelihood of paclet re-orderingdueto Lottery
Schedulingdecreaseasthe shareof traffic belongingto any oneflow decreasedf ary
oneflow is aninsignificantportion of the coretraffic, thelik elihoodof re-orderingwill
below.
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