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Rotations

1. ROTATION OF A VECTOR AROUND AN ARBITRARY AXIS

Given a vector I;, an axis @, and an angle « the goal is to find a formula (or function or op-

erator) that produces the vector ¢ created by rotating b an angle o around @ counterclockwise
(in a right-handed system). The expression will be found with brute force transformations
and then with clever decomposition of vectors.

1.1. Transformations. Assume the tails of both @ and b are at the origin. Apply the matrix
that rotates the axis @ around the z—axis into the xz-plane and apply that matrix to b. So

cosf@ —sinf 0 .
sinf cosf@ 0 |b

0 0 1
where sin ) = — ‘;y+ = and cos ) = C;i =. The sine is negative because rotation by  must
az+ag az+ag

be “undone;” cosine is an even function (so the minus does nothing).

Next apply the matrix that rotates the new axis in the xz-plane around the y—axis to
coincide with the z—axis, that is apply R, (¢).

cosgp 0 —sing cost) —sinf 0\
0 1 0 sinf  cosf® 0 |b
sing 0 coso 0 0 1
\/a2+a2
where sin ¢ = — 4 and cos ¢ = VB Notice the negative sign on the sine term

8z
\/ a2 +aZ+a?2 v/ a2 +aZ+a2

as before; without it the vector rotates away from the z-axis instead of toward it.

Now apply a rotation by a around the z—axis and ther} undo Athe ﬁrSAt twoAtransformai—
tions (apply the inverses in the correct order). Thus ¢ = R;'(0)R, " (¢)R.(c) Ry(¢) R.(6)b.
Remember that R(—8) = R~'(6).

cd s 0 cp 0 so¢
c=1 —sO cf 0 0 1 0
0 0 1 —s¢ 0 co
ca —sa 0 cp 0 —so cd —s6 0
sae ca 0 0 1 0 s 0 0 |b
0 0 1 s 0 co 0 0 1

where ¢ is cosine and s is sine. Multiplying this out and grunting gives:



bz +ayby+azb ayb,—bya .
1—COSCY wa b COS «v MSIHO(
( ) az+aj+as 2+ 0 * \/a2+aZ+a2
azbz+ayby+azbz a
— 535,35 Q b, cos a

a2+aZ+az Y T by * a2+a2+a2

azbe+ayby+azb. agby—byay

(1-— Cosa)waz + b, cosa + msma

c=| (I —cosa) ~aebebaas iy

1.2. Clever Projection. When rotating b around @ decompose b into two pieces, one that
stays the same (proj;b) and one that rotates (projzb).
Let 6 be the angle between @ and b. Let ¢ be b rotated around @ clockwise by a.

Notice that b and @ have the same projection onto @ and only the orthogonal component is
rotated.

¢ = proj 5;5 + rotateBya (proj,%g)

‘:Txﬂ \

[

projzb

Looking at the same picture from above shows that

rotateBya (projaf@ = cos(a)u + sin(a)v

assuming @ is parallel to projzb, 7 is parallel to @ x b, and ||@|| = ||7]| = ||proj=b||.}
A simple check shows that ||@ x b|| = ||a@]|| ||b||sin @ and ||projzb|| = ||b]| sin @ and thus
17 .17 C_i X g .
rotateBya (prOJd b) = (projzb) cosa + Tar sin a.
a

IThe vector 7 = @ cos v+ ¥'sin «v is a linear combination of @ and @ and thus is in the same plane as the two.

Assume @ - ¥ = 0 and that ||@|| = ||7]]. The angle between 7 and @ is arccos(r - @) = . Then 7 is @ rotated
by « iff ||7]| = ||| which is shown by ||7]|? = ||icos a + Tsin a||> = (©cosa + Tsina) - (Tcosa + Tsina) =
|| cos? o + ||7]|? sin? o + 24 - ¥'sin v cos o = ||id]|.



Putting it all together gives the vector ¢ as b rotated clockwise around @ by «a as

- ~ axb
¢ = projzb + (projzb) cos a + a||ﬁH sin «
a
Lo - axb
= projzb + (b — projz;b) cos o + Tan sin «

@-b)_ - axb

¢= (1 —cosa)—=—=ad+beosa+ ——-—sina.
lal] lal]

This is Rodrigues’ Rotation Formula (the same expression derived with matrices above).

-,

(1.1) &= (1—cosa)(a-b)a+bcosa+ (ax b)sina

2. COMPLEX NUMBERS AS ROTATIONS IN THE PLANE

2.1. Euler’s Formula. A vector in the plane ¥ = (a, b) may be written in polar coordinates
as U = (r,0) where r = Va?+b?> and tanf = g Then the vector can be written as
U=rcosfz+ rsinfy with r € R and 0 € [0, 27).

Recall the series expansions of e”,sinz, and cosz (valid for all z).

2 I3 "
6—1+$+§+§+ +H+"'
at 2 (=D" o1
e T s DT
1’2 :LA (_1)n 2n
COSJ;:l_E—i_Z_.”—'—(Qn)‘JZ +
Use these three to calculate e where i2 = —1, the usual imaginary number.?
0 _ .y (19)2 (i0)° (i0)"
e’ =1+ (if) + TR T e
0 (i)

92 A . 93 95
(1_§+M )+1(9_§+5_...)

The result is FEuler’s Formula
e = cosf +isind

which gives rise to rel’ = r cos + irsin 6.

2There are many issues in doing this, for example convergence of complex series and the ability to reorder
terms (absolute convergence) but for simplicity these will be ignored.



2.2. Complex Multiplication as Rotation. Graphing complex numbers can be done in
the usual 2-dimensional Cartesian plane with the x-axis representing the real part and the
y-axis the imaginary, i.e., the complex plane. Then any vector ¥ = (a,b) can be written
U= a+ib = re’ where r* = a> 4+ b* and tanf = 2.

What can be said about multiplication by a complex number with modulus 17 The
modulus of a complex number z = a + ib is defined as ||z|| = Va? 4+ b?. A complex number
with modulus 1 has a? +b?> = 2 = 1. Let z = a + bi be a complex number with modulus
1. Then z = €!¢ for some ¢. Pre-multiplying some complex number w = ¢ + id = re'? by z
gives:

2w = (a+ bi)(c + di) = ePrel? = rel@+9)

The resultant number (vector) has the same length as w but polar angle ¢ more than it.
Thus the result is w rotated by ¢! This is a very important fact: multiplying by a complex
number is equivalent to a rotation in the plane!

2.3. Rotation as an Operator. Again recall the Rodrigues Rotation Formula.
R(b,a,@) = (1 — cosa)(a - b)a+ bcosa + (a x b)sin

where R(I;, a, @) denotes rotation of b by « around d. Given the theory of transformations it
would be preferable to write this as an operation, that is find R(a, @) such that

R(b,a,@) = R(c, @)b.
To start, write
R(b,a,@) = (1 — cos )a(a”h) + cos ab + sin av(é x b).

All that remains is to find some operator a* such that a*b = a x b.
Examining the form of a x b.

. ayb, — bya, 0 —a, a b,
axb=| ayb, —b,a, = a, 0 —a, by
azby — bya, —Qy Gy 0 b,
This shows that
0 —a, aqay
at = a, 0 —ay

—ay Ay 0
and a*b = a x b. The object (matrix) @* is called the dual matrix of vector a.3
Using a* to rewrite a X b gives
R(b,a,d) = (1 — cos )aa” b+ cos ab + sin a(a x b)
— (1 —cosa)aa’b + cos ab + sin ad*b

—

= [(1 — cosa)aa” + cosa + sinaa*] b

3The * was intentionally chosen because a* is a mathematical object, called the dual of @, where * is an
operator called the Hodge dual or Hodge star operator.



and as noted above, this is the desired rotation operator
R(a,a) = (1 — cosa)aa’ + cosa + sin aa*

but it can be further simplified by examining (a*)?2.

, 0 —a, ay 0 —a, aqa
(@) =a"a" = a, 0 —a, a, 0 —ay
Ay Gy 0 —Qy Gy 0
2 2
—a, — a; gLy Ay,
= gy —a? — a? aya
2 2
A0, aya —a; — a,

Since a is a unit vector ||a|]* =1 = a? + a; + a2 and

az—1 azQy  Az0Q, a2 Azly Az0Q, 1 00
~a\2 2 _ 2 _
(a*)° = azay a,—1 aya, = | aa, a; aya. 010
aza, aya, ai-—1 a;a, aya, a2 0 01
Qg
=\ a ( Ay Gy G ) —I=aa" -1
= y z Gy QA = :
a/Z

Finally, the operator can be written in a succinct form.
R(a,a) = (1 —cosa) (I+ (a*)?) + cosa + sinaa*
=I—TIcosa+ (a*)*(1 —cosa) +cosa + a*sina

R(a,a) =T+ (a*)*(1 — cos ) + a* sina

Recall now that to rotate b by « around a, do R(a, a)b.

The above expression for the rotation operator shows that (&*)25 and a*b form an or-
thogonal basis in the plane orthogonal to a. The vector a*b = a x b is trivially perpendicular
to a and so a quick examination of (a*)?b is necessary.

(a*)%b = (a*a*)b=a*(a*b) =a*(axb)=axaxb

Thus (d*)Qg is just the negative of the orthogonal component of b projected onto a, as shown
in the geometry explored earlier.



2.4. Rotation Operator by Symmetry with Complex Numbers. As shown above

2
ay; —1 azay ApQ

(@) =aa" —I=| am, a—1 aya,

aza, aya, a®—1

Now examine the next power of a*.

2
, . . 0 —a, ay a; axgy
(@)’ =a"(aa” —I)=a"awa —a'l=| a, 0 —a, aa,  a,
—Qy 0 AzQy  Ayd,
—agza,a, + aza,a, —ala, + ala —a,a® + a,a?
rWytlz rWytz Yz Yz Yz Yz
= ata, — a’a, ApQyQy — ApQyQy a,a? — aza’
2 2 2 2
—a;0y + a0y — Ay, -+ gy, —0y0yQy + Qz0ya,
0 0O
=1 000 ]—-a"=-a"
0 0O
Thus the powers of a* are as follows.
(@) =1
(&*)1 — d*
(a*)*=aa” —1
(@) =~
(a)* =1—aa”
(@) =i

=1
it =
i =—1
i3 =—i
it=1
i =i

Az Qy



. * . . . . . y
Using the above to compute e ® with a power series expansion similar to e’:*

aa (d*)a (&*)2a2 (&*)3053 (&*)4044
S TR 3 4l
(&*>a (&*)2a2 _(d*)ai% —(d*)2()é4
L T L TR

Thus multiplying a vector by the above results in a rotation. That is 4" is the vector
b rotated around by «a.

Unfortunately in practice computing ¥ ® can only be done with a truncated Taylor
series and is thus not optimal. What follows in the next sections is some higher theory that
allows rotation with a few adds/multiplies instead of the construction of an exponential. The
rotation that will be derived will have an equivalent form of e@be=4 which is somewhat
similar to the above. However the two exponentials cannot be cancelled and behave quite
differently than the type of object just derived. Welcome to hypercomplex numbers.

«

3. HYyPERCOMPLEX NUMBERS

Sir William Rowan Hamilton, a mathematician from the nineteenth century, was aware
that complex numbers were equivalent to two-dimensional rotations (or orientations) and
sought to develop a similar algebra for 3-dimensional rotations.

His first thought was to extend the complex numbers by adding the element j where
j?> = —1 and j was linearly independent from i and 1, thus a whole new element. Then any
number could be expressed in the form k£ = a+bi+ ¢j and a theory or rotations might follow.
Unfortunately such a system cannot exist. To show this, ask what is ij?

The product of i and j must be some number in the new system and so ij = a + bi + ¢j
for some a, b, c € R. Start by pre-multiplying both sides by i.

ij=a+0bi+cj
i%j = ia + bi* + cij
—j =1ia — b+ cij

This can be written as ij = %(b —ia — j). Equate this with the original expression for ij.
.1 .. .
ij=-(b—ia—j)=a+bi+cj

c

4Again ignoring all the issues of convergence expressed previously.



In order for this to be true there are three constraints.

b
- =q
c
a

R A
c
1

—— =
c

The first two cause no issue; however the third states that ¢ = —1 which cannot be true

because a, b,c € R. The only way for this to work is to add yet another independent element
k where ij = k.

The next task is to identify the product ji. It may seem that this value is also k, so
ij = ji = k, but this is contradictory.> The only other possibility is that ji = —k (proof
omitted). Then ij = —ji = k and so k? = —1, another independent root of 1.

These are the hypercomplex numbers, numbers of the form a+bi+cj+dk with a,b,c,d € R
and i2 = j2 = k? = —1 and ij = k. The set of all such numbers is denoted by H in honor
of Hamilton (who discovered such objects in 1843). The term hypercomplex number is not
often used any more; the preferred term is quaternion.

4. QUATERNIONS

For the mathematically minded: the set of quaternions H is a finite-dimensional asso-
ciative algebra (roughly a set of numbers where addition, subtraction, multiplication, and
division can be performed). Note that there are only three such objects R, C, and H.

4.1. Basic Properties of i, j,k and Notation. In the previous section three rules were
put in place i? = j2 = —1 and ij = k. From these three rules alone (and the properties of
R) the properties of quaternions will be explored. Note that it has already been shown that
k%2 = —1 and that ij = —ji.

Note that because ij # ji, do not assume commutativity (of multiplication) anywhere
except with scalars.® This is the one property of H that separates it from R and C. Thus
be very careful to consistently left- or right-multiply and not mix and match.

For example, right-multiplying ji by i:

ji= —k

jiz = —ki

—j = —ki
j = ki

51f §j = ji = k then k2 = (ij)? = (ij)(ij) = (ij)(Gi) = i(Gj)i = i(~1)i = —i® = —(—1) = 1. The fact that
k2 = 1 may not seem bad but it is, because 1 +k # 0 and 1 — k # 0 (since k # 41) but

1-k)(1+k)=1-k*=1-1=0.

Thus there are two nonzero numbers whose product is zero and this is incompatible with the reals.
6For a scalar a, ai = ia, aj = ja, ak = ka, aij = iaj = ija, etc.



Do the same with ij = k. Then i*j = ik and —j = ik.
j=-ik
Continuing similarly with all pairs yields the following.

2= =k>=-1

ij=—ji=k
jk=-kj=1i
ki= —ik = j

Notice the similarity of the last three lines to the standard Cartesian basis of R® and the
cross product.

This is reason enough to see that quaternions and vectors have deep connections. Note
that if left-handed bases is preferred, define ij = —k from the start but this is far from
standard.

With this similarity it is often convenient to think of a quaternion w = a + bi+ cj + dk as
w = a+bi+cj+dk. Then write w = a+ ¥ where ¥ = (b, ¢, d) or just w = (a,v). All of these
notations are standard, common, convenient, and identical. At first the notation a + ¢’ may
seem uncomfortable but since one is a scalar and the other is a vector it is not ambiguous
as will rightly become apparent.

4.2. General Properties and Terminology. The task at hand is now to study how to
operate on quaternions. For the following discussion allow w, z € H where w = a+bi+cj+dk
and z = e+ fi+ gj + hk with a,b,c,d, e, f,g,h € R.

For convenience also let w = s, + Ui, = (Sw, Uy) and z = s, + U, = (s, ¥,). That is s,, is
the scalar part of w, listed as a above, and ), is the vector part, listed as (b, ¢, d).

4.2.1. Addition of Quaternions. Simply add w and z and group the like components.
w+z=(a+bi+cj+dk)+ (e+ fi+ gj+ hk)
=(a+e)+ b+ fli+ (c+9)j+ (d+h)k
W2 = Sy + 85 + Ty + U
w2z = (Sy+ Sz, Ty + 1)
Thus when adding two quaternions simply add the scalar parts and then add the vector

parts.

4.3. Multiplication of a Quaternion and a Scalar. Given a scalar d € R it is easy to
show that dw = wd = (ds,,, dv,,). That is multiplication by a scalar just multiplies through
to each component.

4.4. Subtraction of Quaternions. Subtraction is straightforward by noting that
z—w=z+ (—1w=(s,,7,) + (=1)(Sw, Vw) = (82, V,) + (—Sw, —Vw) = (S2 — Sw, Vs — Uy)-

9



4.5. Multiplication of Quaternions. Multiply w and z and group the like components.
wz = (a+bi+ c¢j+ dk)(e + fi+ gj + hk)
= ae + afi+ agj + ahk + bei + bfi® + bgij + bhik
+ cej + cfji + cgj® + chjk + dek + dfki + dgkj + dhk®

Recall that i2 = 2 = k% = —1, ij = —ji = k, jk = —kj = i, and ki = —ik = j.

wz = ae + afi+ agj + ahk + bei — bf 4+ bgk — bhj
+ cej — cfk — cg + chi+ dek + dfj — dgi — dh
= (ae = bf —cg — dh) + (af + be + ch — dg)i
+ (ag — bh + ce + df)j + (ah + bg — cf + de)k
= (ae) — (bf 4+ cg + dh) + a(fi+ gj + hk) + e(bi + ¢j + dk)
+ [(cg — dg)i+ (df —bh)j + (bg — cf)K]
Wz = (SSy — Uy * Vs, SuUy + S,Uy + Uy X V)
Thus the product of two quaternions is
WZ = S8y — Uy * Uy + SwUs + 85Uy + Uy X Us.
For two pure quaternions, zero scalar component, this forms a new type of vector multi-
plication.
wv = (0,%)(0,0) = (—u- 0, u x V) = —u- U+ UXT
This also produces two useful identities (which should only be taken in the context of quater-
nions).

@0+ 5 = 2 - 7
i — G = 20 X @

4.6. Hypercomplex Conjugate of a Quaternion. The hypercomplex conjugate of a
quaternion w, denoted by w* or w, is defined as

w (Sw, —Uw)-

4.7. Norm of a Quaternion. The norm, magnitude, or length of a quaternion w is defined

as

||w|’d:ef\/a2—|—bz—|—02+d2= Vs + Uy Uy = Vww.

A quaternion with unit norm (magnitude 1) is called a unit quaternion.
4.8. Dot Product of Quaternions. The dot, scalar, or inner product is defined as

w-zd:efaeerijcg%—dh:swsz—l—ﬁw-ﬁz.
This gives two more identities (the second of which is familiar from vectors).
w-z=wz"+wz

[|wl = Vw - w

10



4.9. Angle Between Quaternions. The angle 6 between two quaternions w and z is
defined by

def W= 2
cosf) = ———-.
][ ]]]]
4.10. Inverse of a Quaternion. For a quaternion w, ww* = ||w||? thus ﬁ‘;&'; = 1. Hence

multiplying w by Ww* yields 1. The inverse of w is the quaternion w~! such that ww=! =

w™lw = 1. Thus, for ||w|| # 0 (which is true for all quaternions except the zero quaternion)

L1

- *
Tl

For a unit quaternion w=! = w*.

5. UNIT QUATERNIONS

For the following let w and z be defined as above but require them to both have unit
norm. So ||w|[* = a* + b* + ¢ + d* = 1 and similarly for z.

Since a is a real number, —1 < a < 1. Without loss of generality create a variable 8 such
that a = cos6.”

Thus a unit quaternion w may be written w = cos 6§+ ¢ where ¥ = (b, ¢, d). Then ||w||* =
cos 6 cos 04T = cos? 0+ ||7]|2. Because ||w||?> = 1 it follows that ||7]|> = 1 —cos® § = sin? 6.

Now assume that sin 6 # 0, in which case the quaternion would be w = 1 anyway. Then
write ¥ = sin 6 where @ = (=25, —< —%) and then ||@|| = 1 since [|7]| = sin6.

Thus any unit quaternion w may be written as w = cos #+ u sin 6 where u is a unit vector
(in 3-space) and 6 is in [0,27).® Notice that this appears as an analog to Euler’s Formula.
This urges the inspection of €%, The second power of @ (via the new quaternion-based vector
multiplication) is 44 = —@ - 4 + 4 X @ = —||d||*> = —1. Then using a series expansion as
before

e® = cosf + G sin 6.

Like complex numbers, any quaternion (not necessarily normal) can be written as

w = re™.

5.1. Powers of Quaternions. With the above expression for the exponential of 46 general
exponentials and logarithms can be found.
w' = (re™)t = r'e™ = r'[cos(t0) 4 usin(t0)]
In(w) = In(r[cos @ + @sin 0]) = In(re®) = Inr 4 af.
However quaternions do not commute and so many identities involving exponentials and

logarithms fail.

"This change of variable is well-defined due to the range of a.
8Writing a unit quaternion as w = (cos , @,sin #) is called versor form.

11



5.2. Unit Quaternions as Rotations. When writing w = cos 6 + @sin 6 the convention
is to replace 6 by g. Notice that in doing so none of the argument above is changed. Hence
any unit quaternion may be written in the form

g .0
w:cos§—i—usm—.

2

The reason for doing this will become clear shortly.

A very natural construction to study at this point would be gpg~! for two quaternions p
and ¢. If quaternions commuted then this would be p but since it is not, such an object needs
closer inspection. Let ¢ = (cos $ +asin %) be a unit quaternion and examine the special

case where p is a pure quaternion (not necessarily a unit quaternion), that is p = (0, 5) = b,
a standard 3-dimensional vector.

apq~" = qpq”
:(COS§+dSin§>g(COS%—}—&SiH%)
« N A Q L.«

:(cosE—|—asm§>b(cos§—asm§>

- a - . o« a ..«
= (bcosE + absin 5) (cosg — asin 5)
:50082%—l;&cos%sin%—i—dgsin%cosg—&gdsiHQ%
:50082% (&5—5&)Sin%cos%—&gdsin2%
— b cos? % +2(a x b) sin%cos% — (5(& -a) —2a(a - 4)> sin2%
= b (cos? % — sin? %) + (@ x b)2 sin%cos% +a(a-b) (2 sin? %)

—, —,

=beosa+ (ax b)sina+a(a-b)(1 — cosa)
apqg ' = (1 — cosa)(a-b)a+ beosa + (a x b)sina

This is Rodrigues’ Rotation Formula.
Thus given an axis a, angle o ,and point b, construct the two quaternions ¢ = (cos 5, asin %)

and p = (0, 5) Then gpg~! is b rotated around a by a.

To rotate this point again around a new axis n by an angle ¢, construct the quaternion
w = (cos2+nsing) and then compute w(gpg )w™' = (wq)p(g~'w™) = (wq)p(wg).
Thus the quaternion representing the total rotation is just wq which can be precomputed

and then inverted once for the entire cumulative rotation.

5.3. Quaternions and Axis/Angle Rotation. Given an axis ¢ = (z,y, z) and an angle
6 the general matrix for rotation around a by @ is

(1—cz*+c (1—clzy+sz (1—czz—sy 0
1—czy—sz (1—cy*+c (I—cyz+sz 0
(1—czz+sy (1—clyz—sz (1—c)z2+c 0

0 0 0 1

12



where ¢ = cosf and s = sin 6.

For a unit quaternion q = (s, vy, vy, v;) = (cos g, x sin g, ysin £, zsin g) the corresponding

2
matrix would be

s*+vs—vp — v 20,0, + 250, 20,0, — 250, 0
20,0y — 280, 52 — U% + US — vg 2040, + 250, 0
20,0, + 2sv, 2040, — 250, §° — v — v, + U7 0

0 0 0 s* + vl 4 v + v

The two matrices are identical. To demonstrate this the first two elements in the top row
will be checked; the other elements would follow similarly.
The upper-leftmost element:

0 0 7 0
52—1—1@—1}5—@3:(3032§+x2$in2§—yZSin2§—z2sin2§
0 0
_2v 2 2 2y..o2l
= cos 2+(af; Yy z)sm2
0 0
:COS2§+(2$2 —x2—y2—22)sin2§

0 0
= cos? 3 + (22% — 1) sin® 3

0 0 0
= cos? — — sin? = + 222 sin? —
2 2 2

1— 0
= cos B + 222 <%)

= cosf + 2*(1 — cosf)

The second element in the top row:

0 0 0
20,0y + 25V, = 27 sin §y sin 3 + 2 cos 52 sin 3

0
= 2:cysin2§ + zsinf = (1 — cosf)xy + zsin 0

5.4. Axis/Angle Rotation and Quaternions. Given a general rotation matrix

a b ¢ 0
d e f O
g h i 0
0 0 01

it is desirable to construct the equivalent quaternion ¢ = (s, x,y, z). The first element s will
be done as follows. Note from the previous section that

at+e+i+1l=(s"+v]—v—0v2)+(s°—v]+v)—0v))
+ (2 — vl — vl +02) + (57 + vl v +ul) =487
Therefore s = 1(a+ e+ i+ 1). Now find z,y, and z. Notice that f —h = (2v v, + 2sv,) —

(200, — 2sv;) = 250,. Therefore v, = 5-(f — h) = m(f — h). Similarly it follows that

—c¢) and v, =

2 2
areri ey

13



6. SLERP

6.1. Lerp. Quaternions are ideal for many reasons. The fact that rotations can be combined
with simple multiplication is one of the most quoted benefits. Another is that interpolation
is simple and has many desirable properties. Given two quaternions ¢ and p it is often
necessary to interpolate between the two over time. The simplest approach would be LERP
(linear interpolation).

r(t)=(1—t)g+tp

This is not desirable. Look at the image below (a cross section of the 4-dimensional sphere
on which quaternions live).

When linear interpolation is used the interpolated quaternion will duck below the unit 4-
sphere causing undesirable behavior. The resultant quaternion could be normalized each
moment but that would cause the interpolation to speed up in the middle. The solution to
this problem is SLERP or spherical linear interpolation.

6.2. Slerp. Any interpolation of two quaternions p and ¢ would have the form

r(t) = a(t)q + b(t)p.

Now find the desired functions a(t) and b(t). Recall that ¢ - p = cos#; the dot product of
two unit quaternions is the angle between them. The following figure may help visualize the
angles.

Take the above equation for r(t) and take the dot product of ¢ with both sides.

q-7(t) = q-la(t)q + b(t)p]
(6.1) cos(tf) = a(t) + b(t) cos(6)
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Then do the same with p.

-r(t) = p - [a(t)q + b(t)p]
(6.2) COS[( t)0] = (t) cos(6) + b(t)
Now solve 6.2 for b(t), which is b(t) = cos[(1 — )] — a(t) cos(#), and substitute it into 6.1.
cos(td) = a(t) + b(t) cos(d)
= a(t) + [cos[(1 — t)0] — a(t) cos(A)] cos O

(
(
(t) [1 — cos® 0] + cos(6 — t6) cos 6
= a(t)sin® @ + [cos 0 cos(t0) + sin § sin(t6)] cos
(
(
(

|
o

cos(t0)[1 — cos® 0] = a(t
cos(t0) sin® § = a(t) sin® § + sin @ cos O sin(t0)
cos(tf) sin @ = a(t) sin @ + cos 6 sin(t0)
a(t) sin @ = cos(tf) sin 6 — cos 6 sin(t0)
a(t)sin @ = sin(0 — t6)
alt) = sin[(1 — t)0)]

sin
Similar manipulation can be used to solve for b(t).
sin(t0)
(t) = —
sin(0)
Thus putting all the above together yields the expression for Slerp.

Slerp(q, p: 1) — sin[(1 — ts)ﬂ?e;— sin(t0)p

)
)+
)
) si
) sin® @ + sin @ cos 0 sin(t6)
)
)
(

6.3. Slerp Again. Another way to derive Slerp is to interpolate between two orthogonal
quaternions.
Slerp(q, p; t) = acos(td) + bsin(th)

after finding good choices for a and b. There is no reason not to chose a = ¢, so do so. Then
the choice for b must be orthogonal to ¢q. Just like with vectors, an orthogonal quaternion
can be constructed from the orthogonal projection of p onto ¢. That is, set b = p — q cos 6,
which is not necessarily normalized, so let b = Hg%ig:gll'
The denominator of b can be simplified.
I~ geos Bl = (p — geosB)(p — g cos )’

= (p—qcost)(p" — ¢" cos )

= pp* + qq* cos® 0 — (pg* + qp*) cos O
Recall that pg* + gp* = 2 cos 6.

(6.3) [p — gcos||> =1+ cos®> —2cos* 0 = 1 — cos® f = sin® 0
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Thus Slerp can be found as follows.

Slerp(gq, p; t) = g cos(t0) + (p—.qﬂ sin(t6)

qcos(tf)sin®  psin(th) — g cos 6 sin(t0)
; + ;
sin 0 sin 0

q cos(tl) sin 0 + psin(tf) — q cos O sin(t0)
sin 0

q[cos(th) sin @ — cos O sin(t0)] + psin(t6)
sin ¢

gsin[f — t0] + psin(th)  gsin[(1 — ¢)0] 4+ psin(t0)

sin 0 B sin 0

6.4. Normalized Slerp. Recall the previous expression for Slerp.
Slerp(q, p;t) = acos(tf) + bsin(t0)
where a - b = 0 (they are orthogonal). Showing that Slerp is normalized follows.
|[Slerp(q, p; t)||* = [a cos(t0) + bsin(th)][a cos(t0) + bsin(t0)]*
= [a cos(tf) + bsin(t0)][a” cos(th) + b* sin(t0)]
= aa* cos®(t) + bb* sin?(t0) + (ab* + ba*) sin(t) cos(t)
= cos®(t0) + sin(tf) + (0) sin(t6) cos(th) = 1

6.5. Properties of Slerp. There are many equivalent forms of Slerp (proof omitted).

Slerp(p, ¢;t) = p(p~'q)*
=q(qg'p)""
= (pg )" 'q
= (gp")'p
~ gsin[(1 —t)0] + psin(t0)
sin 6

6.5.1. Angular Velocity of Slerp. In the second derivation of Slerp above it was shown that
Slerp(p, q; t) = acos(tf) + bsin(t0)

for two time-independent quaternions p and ¢ and with cos@ = p - q.

d d .
%Slerp(p, ¢;t) = pn (acos(th) + bsin(t0))

= —af sin(t0) + bl cos(th)
2

d .
@Slerp(p, qt) = pr (—absin(tf) + b6 cos(t0))

= —ab? cos(th) — bh*sin(th)
= —0?[acos(t0) + bsin(t6)]
= —6°Slerp(p, ¢; )
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Since 62 > 0, —6? < 0. Thus j—;Slerp(p,q;t) = ~Slerp(p, ¢;t) where v € R and v < 0.
A system where the second derivative (acceleration) is antiparallel to the position is a circle
with constant velocity.”

Another way to see this is that the angle Q between Slerp(p, ¢;t) and p(t) is td. Thus

C;—SZ = # and so the angular velocity of the interpolation is constant.

Thus on the unit 4-sphere Slerp has constant angular velocity (hence is over a circular
arc) and is normalized (magnitude is one throughout). These two features show that the
interpolation is a great arc.'”

The only issue left is that given two points on a sphere there are two great arcs connecting
them. One is a half circle or smaller and the other is a half circle or larger. Slerp interpolates
over the shorter of the two arcs but the proof is omitted.

Recap: Slerp interpolates between two quaternions, thus two orientations, over the short-
est path possible in 4-space with constant angular velocity. It is a degree-one interpolation (in
spherical geometry) between two quaternions and can be extended to produce higher degree
interpolations as is done with splines. For instance, given quaternions p, ¢, r, construct

QuadSlerp(p, g, 7;t) = Slerp (Slerp(p, g; ), Slerp(q, 7; t); 1)

and build up higher oder interpolations as needed. Note that QuadSlerp is normalized but
that it does not have constant angular velocity since the two interpolated quaternions are
time-dependent.*!

Yf!(t) +~f(t) = 0 has the solutions f(t) = re**? which are circles with constant angular velocity 6.

107 closed great arc (called a great circle) is a path along a sphere that splits it into two equal halves;
airplanes try to fly as close to great arcs as possible since they minimize distance.

HThis is not unexpected or unfortunate. A line has constant linear velocity, but a parabola does not.
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