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Atmosp Filter Normalization: Equivariance to Intensity Changes 1. Gain from Filter Normalization, Not Corruption Training
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Reflectance
Reduces Recognition Even for Foundation Models Normalized Filters: Fewer Errors, Greater Diversity 2. Robustness to Low/High-Constrast ImageNet Images
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filter similarity (R34 on ImageNet)
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R34 v v candle torch spotlight R34 65.4 74.0 74.8 75.2 73.2 70.8 70.7 67.9 63.3
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Normalize Filters for Consistency, Interpretability Normalized Filter Respon

baseline

input image

+ extra blurring = unnormalized filtering

Ours

Dataset Classification Architecture Base Accuracy Our Accuracy (%) Gain
LEGUS star clusters R18 50.2 51.9 +1.7
ExDark objects R34 28.3 34.2 +5.9




