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Abstract
We explore the challenges of human-in-the-loop frameworks to label wildlife recognition datasets with a 
neural network. In wildlife imagery, the main challenges for a model to assist human annotation are two-fold: 
(1) the training dataset is usually imbalanced, which makes the model’s suggestion biased, and (2) there are 
complex taxonomies in the classes. We establish a simple and efficient baseline, including the debiasing 
loss function and the hyperbolic network architecture, to address these issues. Moreover, we propose 
leveraging the semantic correlation to train the model more effectively by adding a co-occurrence layer to 
our model during training. We demonstrate the efficacy of our method in both our real-world wildlife areal 
survey recognition dataset and the public image classification dataset, CIFAR100-LT and CIFAR10-LT.

• Processing areal remote sensing datasets is expensive.
• Human-in-the-loop frameworks to label wildlife datasets.

Main challenges:
1. Class imbalance.à Debiasing Loss Function
2. Complex taxonomies.à Hyperbolic Module & Co-occurrence

Modeling Semantic Correlation and Hierarchy

Our model with logit adjustment loss (+LA), hyperbolic module (+H), and our semantic co-occurrence 
method (+Corr) shows the best performance.

The 6 classes in our dataset have a hierarchical relationship [1].
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Our framework including a hyperbolic module, 
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1. Debiasing Loss Function: Logit Adjustment [1]

2. Hyperbolic Network Architecture [3]

3. New Method: Semantic Correlations [4,5]
• A co-occurrence matrix to refine the class probability:

Our model consists of 3 components.


