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          Contributions OOD Detection

Training Dynamics of HNNs

Feature Clipping: Clip the Euclidean 
embedding before the exponential map

HNNs Underperform ENNs on 
Standard Benchmarks

CIFAR10 CIFAR100

• Non-Euclidean space with 
constant negative curvature

• Can embed tree-like data 
continuously with low distortion

 Hyperbolic Space    Hyperbolic Feature Space

Hyperbolic Distance

Standard Benchmarks and Few-shot Learning  

HNNs consist of ENN feature extractors 
and hyperbolic classifiers

- Escape the 
ill-conditioned region 

- Preserving the 
hyperbolic property 

Gradients vanish when the embedding 
is close to the boundary 

Clipped HNNs learn more balanced and 
discriminative feature space

HNNs Clipped HNNs

Adversarial Robustness 

Impact of Dimensionality

HNNs outperforms ENNs when the feature 
dimensionality is low   

Impact of Clip Value

The clipping value should not be too large 
(causing vanishing gradient problem) or too 

small (no enough capacity).   

HNNs show stronger OOD detection ability than ENNs

Clipped HNNs show better results compared 
with baseline HNNs    

HNNs show stronger adversarial robustness    


