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ABSTRACT

We address the difficult problem of distinguishing fine-
grained object categories in low resolution images. We
propose a simple an effective deep learning approach that
transfers fine-grained knowledge gained from high resolution
training data to the coarse low-resolution test scenario. Such
fine-to-coarse knowledge transfer has many real world appli-
cations, such as identifying objects in surveillance photos or
satellite images where the image resolution at the test time
is very low but plenty of high resolution photos of similar
objects are available. Our extensive experiments on two stan-
dard benchmark datasets containing fine-grained car models
and bird species demonstrate that our approach can effec-
tively transfer fine-detail knowledge to coarse-detail imagery.

Index Terms— Fine-grained Classification, Low Resolu-
tion, Deep Learning

1. INTRODUCTION

Fine-grained classification methods must distinguish between
very similar categories, such as the make and model of a car
(Toyota Corolla vs Nissan Leaf) or the species of a bird (In-
digo Bunting vs Blue Grosbeak). This requires learning sub-
tle discriminative features, for example, the car manufacturer
logo, or the special patterns on a bird’s beak. However, such
features are challenging to extract when test images are coarse
and have low effective resolution (see Figure 1). We ask, is it
still possible to rely on fine details to identify the category of
interest as these details become blurred and diminished?

Existing approaches to fine-grained classification [1, 2]
use convolutional neural networks (CNNs) to learn such dis-
criminative feature representations. Visualizations [3, 4] have
shown that middle layers of CNNs give rise to features such
as logos or object parts, while higher layers capture overall
object configuration. However these methods typically as-
sume that both the training and test images are sufficiently
high-res (e.g., 227-by-227 pixels). In real world applications,
images of test objects can be much smaller, e.g., 50-by-50
pixels or less, or could have low effective resolution due to
blurring, lighting or other effects. Models trained on high-res
data fail miserably in these scenarios due to the considerable

&11

2XU�
0HWKRG

�����

7UDLQ�'DWD 0HWKRG 7HVW�'DWD

6WDQIRUG
&DUV

8&6'
%LUGV����

&11

$FFXUDF\

�����

�����

RUDFOH

EDVHOLQH

&11

2XU�
0HWKRG

�����

&11

�����

�����

RUDFOH

EDVHOLQH

Fig. 1: Fine-grained category classification, such as classify-
ing a car’s make and model, or a bird’s species, is extremely
challenging in coarse, low-resolution images. We propose
a “Staged Training” approach for deep convolutional neural
networks that significantly improves classification by trans-
ferring knowledge from high-resolution training data.

appearance shift between training and test data. On the other
hand, training on matched low-res data results in representa-
tions that lack discriminability and obtain inferior accuracy.

In this paper, we show that it is possible to transfer the
knowledge about discriminative features from the high-res
domain to the low-res domain and significantly improve ac-
curacy. Our assumption is that high-resolution labeled data is
available for training, while at test time only low-resolution
data is given. We propose a simple staged training procedure
that first trains the representation on high-res data, learning
discriminative mid-level features. It then artificially lowers
the resolution of the training data to match the test domain,
and continues fine-tuning the representation, adapting discov-
ered discriminative features to the target resolution.

We compare our approach to conventional training, and
also to traditional methods for super-resolution. Super-
resolution attempts to improve the quality of low resolution
images, for example, through the application of cross-scale
patch redundancy [5]. One approach is to use super-resolution
on the low-res images before applying the classifier network.
As we show, super-resolution approaches complex and time
consuming compared to our method, and cannot handle the



large variations in resolution that occur in practical scenar-
ios. Through extensive experiments on the Stanford Cars [6]
and Caltech-UCSD Birds (UCB-200-2011) [7] datasets, we
demonstrate the advantage of our approach over existing
methods.

2. RELATED WORK

The traditional approach to recovering high frequency details
from a low-resolution image is referred to as the “super reso-
lution” method. Example-based super-resolution methods [8,
9] work on a set of low-resolution images of the same scene.
More recent work leveraged sophisticated methods to recover
the lost details from a single image. [5] proposed a unified
framework to employ in-scale patch redundancy and cross-
scale patch redundancy, based on the observation that patches
in natural images tend to redundantly recur, both at the same
scale and at different scales. [10] proposed a learning-based
approach to improve low-resolution face recognition perfor-
mance with locality preserving mappings. These approaches
are heavily dependent on repeated information in a single im-
age or across a batch of images, and do not focus on classifi-
cation. In contrast, our method directly improves fine-grained
classification performance by utilizing rich discriminative in-
formation in fine-scale training images.

Fine-grained classification distinguishes subcategories of
objects within a single basic-level category, and has been the
focus of much research. Applications have included natural
objects like animal or plant species [11, 12, 13, 14], or man-
made objects [6, 15]. [11, 2] find parts of the object and align
object pose, while [6] proposes to utilize the 3D shape of cars
to perform fine-grained car classification. These works are all
based on an ideal assumption that all images are high quality.
In contrast, [16] performs fine-grained classification of man-
made objects with different resolutions.

However, their model is a CNN designed and trained ex-
clusively on low-res images, while our approach effectively
transfers knowledge from high-res training data to the low-
res domain.

3. FINE-TO-COARSE KNOWLEDGE TRANSFER
VIA STAGED TRAINING

We propose a simple but effective knowledge transfer ap-
proach that improves fine-grained category classification in
very low resolution images. We assume that, even though the
test data has low resolution, we have access to high resolution
labeled training data. This is a reasonable assumption as it is
much easier to label subcategories in high-res data, and most
existing datasets are high-res. We aim to transfer knowledge
from such datasets to real world scenarios that lack resolution.

The basic intuition behind our approach is to utilize high-
quality distinguishing details in the training domain to guide
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Fig. 2: Our staged training procedure using the “AlexNet”
architecture [20]. 1) Pre-train using a large high resolution
auxiliary data source (ex: ImageNet [21]). 2) Fine-tune on
our domain-specific high res data. 3) Fine-tune on artificial
low resolution (downsampled and then upsampled) in-domain
data.

representation learning for the target low-res domain. Con-
ventional wisdom dictates that machine learning models
should be trained on data that is as similar to the test data as
possible, otherwise the mismatch in input features leads to a
drop in performance [17]. Our experiments support this by
showing that CNNs trained in the traditional way on high-
res data fail miserably on low-res inputs. However, training
on matched low-res data also leads to low performance as
discriminative features are lost.

Inspired by domain adaptation and transfer learning ap-
proaches [17, 18, 19], we design an adaptive training proce-
dure that consists of the following stages: First, we initialize
the model by training on a large auxiliary dataset, then con-
tinue to fine-tune it (train with a lower learning rate) on the
high-res fine-grained category training data. We then artifi-
cially reduce the effective resolution of the training data to
match that of the target domain and continue fine-tuning on
this data, adapting the representation to the low-res domain.
Our visualizations of the resulting features (Sec. 4.2) show
that this staged training procedure results in stronger discrim-
inative feature activations on the target low-res domain. An
overview of the approach is shown in Fig 2.

Convnet Architecture In this paper we use the architecture
proposed by [20], commonly known as “Alexnet”. It has
five convolutional layers, three fully connected layers, includ-
ing a 1000-dimensional output layer, and has over 60 mil-
lion parameters. To reduce overfitting, the “Alexnet” adopts
“dropout” regularization method and to make training faster,
it uses non-saturating neurons and a very efficient GPU im-
plementation of the convolution operation. The input image
size is 227-by-227 pixels. We pre-train the network on 1.2M
labeled high-res examples in ImageNet [21] (both basic cat-
egory and subcategory) by downsampling them to the input
size.

High-Res Training Stage We initialize the network with the



representation learned on ImageNet, transferring all layers ex-
cept the output layer, i.e. conv1∼fc7. We change the output
fc8 layer from 1000 dimensions to the number of categories
in the dataset and initialize the weights with a standard Gaus-
sian distribution. We then continue training on the high-res
fine-grained category data.

Low-Res Training Stage At this stage, the high-res training
data is first downsampled to the target domain resolution (50-
by-50 in our experiments) and then up-sampled again to 227-
by-227 to match the input size of the CNN. We assume that
the target resolution is known. We then continue to fine-tune
the representation on this data with a low learning rate.

Visualizing Discriminative Features To analyse the effect
of our staged training scheme, we devise a method for visu-
alizing the resulting representation. Inspired by the feature
heat-map method in [3], we propose to visualize the most dis-
criminative features learned for each category by our method
and by the traditional method. We denote the whole pipeline
of the convolutional neural network as a function ν = Ψ(I),
where I is the input image and ν is the output vector from fc8.
For each pixel in the image I, we gray out (set the value to be
128) a square patch centered at that pixel and render a new
image I’. We assign ‖Ψ(I) − Ψ(I’)‖2 to be the value of that
pixel. After all the pixels in I get a value, we normalize to
produce a heat map image. High heat map values then corre-
spond to the most discriminative features, i.e. those that have
the most effect on the predicted category.

4. EXPERIMENTS

We evaluate on two fine-grained classification datasets:
Stanford Cars Dataset [6] was collected for fine-grained car
classification. It contains 16,185 images of 196 classes of
cars, which are at the level of Make, Model, Year. Most of
the images are car-centered images and the average size of
bounding boxes is 575-by-310. We follow the standard split
of the dataset with 8144 training and 8041 testing images.
Caltech-UCSD Birds-200-2011 Dataset [7] is a widely-used
fine-grained classification benchmark with 11,788 images of
200 types of birds. These bird images are natural images
taken in the wild, with bounding box size 260-by-235 on av-
erage, and are more likely to be coarse than the car images.
We follow the standard train/test split.

We crop all training and testing images with the help of
the known bounding box of the object, and generate low-res
data by downsampling to 50-by-50 pixels.

4.1. Baselines

“AlexNet” This baseline follows the traditional procedure
and trains the network on the same resolution as the test data.
For completeness, we show the results of testing on both
low-res and high-res conditions.
Mixed Training We also explore learning the filters from
high-res images and low-res images at the same time. The

Train/Test Strategy Train
Test

High-res Low-res
“AlexNet” High 80.3 1.7
“AlexNet” Low 13.3 50.4

Mixed-Training High+Low 72.9 59.3
BB-3D-G[6] High 67.6 -

Super-Res NBSRF[22] Low - 50.8
Staged-Training(L-H) 1. Low 2. High 65.2 18.1
Staged-Training(H-L) 1. High 2. Low 37.2 59.5

Table 1: Results on Stanford Cars Dataset Accuracy for
traditional training (“AlexNet”), several baseline methods,
and our Staged-Training method. While we target the low-
res test scenario, we also show results for high-res test for
comparison.

high-res/low-res training images are combined the network is
trained on the mixed data. During the test phase, we evaluate
on high-res images and low-res images separately. Note that
this mixed training scheme does not give preference to either
resolution, unlike our adaptive method, which learns features
that benefit the test domain.
Super-Resolution To compare with the traditional super-
resolution method on fine-grained tasks, we apply the state-
of-the-art Naive Bayes Super-Resolution Forest (NBSRF)
proposed in [22] to up-scale all the low resolution training
and testing images. The network is trained on the up-scaled
images and tested on the up-scaled test set. We found that
this works better than training on high-res and testing on up-
scaled low-res, which leads to poor performance due to data
mismatch.

4.2. Results on Stanford Car Dataset

Table 1 summarizes the results. We see that learning filters di-
rectly on high-res images and testing on low-res images leads
to 1.7% accuracy, a huge drop from 50.44% obtained by train-
ing on low-res images, which demonstrates the sensitivity of
the CNN to the resolution domain mismatch. The super res-
olution method NBSRF [22] results in almost no boost. We
also compared with the BB-3D-G [6] method, which does not
use CNNs and performs poorly compared to our CNN-based
methods. “Oracle” Alexnet performance of training and test-
ing on high-res reaches 80% accuracy. Not surprisingly, train-
ing on low-res images and testing on high-res images leads to
a low 13.31%.

We also implemented the LR-CNN structure proposed in
[16], except instead of contrast normalization we used local
response normalization after the first convolutional layer. The
accuracy obtained on the low-res Stanford Car Dataset was
19.1%.

Our proposed adaptive method, Staged-Training(H-L),
improves low-res test accuracy from 50.44% to 59.5%, a
surprising 18% relative improvement. For completeness,
we apply our method in reverse and, as expected, transferring
knowledge from low-res to high-res via Staged-Training hurts



Fig. 3: We compare heat maps generated for traditional
“AlexNet” (Low-Res Baseline) trained on low-res images
with heat maps generated by our method (Staged-Training)
for several low-res test images. Discriminative features
learned by our method cover larger areas in the images and are
stronger than those learned by the traditional baseline. The
heat-maps are generated with the method in Sec. 3; we filter
the original image with the heatmaps to render the discrimi-
native patches.

performance. We conclude that our approach is very effective
at fine-to-coarse transfer.

To analyze why our approach renders such a high accu-
racy improvement, we use the method proposed in Section 3
to visualize the most discriminative feature heat map. In Fig-
ure 3, we compare heat maps generated by “AlexNet” trained
on low-res images with heat maps generated by our method
for several low-res test images. From these (and other similar)
visualizations we see that discriminative features learned by
our method cover larger areas in the images and are stronger
than those learned by the traditional baseline.

On this dataset, mixed training also considerably boosts
performance to 59.33%, on par with our method. We hypoth-
esise that with mixed training, the network learns both fine-
detail features and coarse features at the same time. However,
this requires more parameters and thus more training data.
To further investigate this, we re-run experiments on varying
amounts of training data, with results shown in Table 2. Here
The results with † and the results with * are comparable be-
cause they use exactly the same training and testing data. The
results show that staged training is better than mixed training
when training data is limited.

4.3. Results on Caltech-UCSD Birds-200-2011 dataset

We further test our method and baselines on the Caltech-
UCSD Birds dataset(CUB-200-2011) [7]. The bird images
are natural images taken in the wild, and are on average lower
in resolution than the cars data, so they contain less fine-detail
information.

The results in Table 3 reveal that our method, staged
training, again outperforms “AlexNet”, mixed training and
the super-resolution baseline on low-res test data. Staged
training boosts the accuracy of fine-grained classification for
birds from 51.3% to 55.3%, while mixed training obtains
a lower accuracy of 53.6%. The “oracle” performance of

- L1k L2k L3k L4k L5k L6k L7k L8k

H0k 12.1 19.4 27.1 29.8 37.1 41.6 46.1 50.4
H1k 13.9 21.6 28.0 33.7 39.3 45.2 47.6 51.6
H2k 17.2 24.3† 32.6 37.2 42.8 46.7 50.1 53.6
H3k 21.3 28.9 34.6† 40.5 45.2 50.6 52.5 55.6
H4k 22 32.1 37.2 42.4† 46.5 49.9 53.6 56.2
H5k 25.1 33.4 38.4 44.9 47.6† 51.9 54.4 57.1
H6k 26.2 33.8 41.9 46.6 50.0 52.8† 54.9 58.1
H7k 27.3 35.7 43.3 46.9 50.2 54.4 56.1† 58.9
H8k 29.2 38.8 44.5 47.9 51.8 54.6 56.8 59.5†

Mixed - 23.4* 32.5* 39.3* 45.5* 51.0* 55.1* 59.3*

Table 2: Staged-Training(H-L) vs. Mixed-training. Here
(HXk, LY k) means the first stage of Staged-Training usesXk
high-res images and the second stage uses Y k low-res images.
Mixed Training uses combined data in equal proportion. †and
* indicate numbers in each column that can be compared di-
rectly.

Train/Test Strategy Train
Test

High-res Low-res
“AlexNet” High 67.6 21.1
“AlexNet” Low 36.7 51.3

Mixed-Training High+Low 61.2 53.6
Super-Res NBSRF[22] Low - 50.1
Staged-Training(L-H) 1.Low 2.High 56.8 36.3
Staged-Training(H-L) 1. High 2.Low 58.1 55.3

Table 3: Results on Birds-200-2011 Accuracy for tradi-
tional training (“AlexNet”), several baseline methods, and our
Staged-Training method. While we target the low-res test sce-
nario, we also show results for high-res test for comparison.

high-res training and testing is 67.6%. This is lower than
state-of-the-art on this dataset because our base network is
much simpler, however, we expect our results to generalize
to deeper networks. Our implementation of the LR-CNN
proposed in [16] gets an accuracy of 23.6%. These results
demonstrate that transferring knowledge from high-res to
low-res data can improve performance on a variety of fine-
grained category problems.

5. CONCLUSION

In this paper, we proposed a simple but effective staged train-
ing scheme to learn powerful CNN filters for fine-grained
classification of low-res test data. Our extensive experiments
on Stanford Car dataset [6] and Caltech-UCSD Birds dataset
[7] demonstrate that staged training outperforms multiple
baselines, including the simple “AlexNet”, BB-3D-G [6] and
NBSRF [22]. We believe our method is general and can be
applied to other network structures.
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