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Diffraction of Radio Waves from Arbitrary
One-Dimensional Surface Impedance Discontinuities

Kamal SarabandiSenior Member, IEEEand Mark D. Casciataylember, IEEE

Abstract—Characterization of a propagation channel is es- physics of the problem and, therefore, do not work well
sential in developing an optimum wireless system. Accurate in a dynamic environment with both significant terrain and
prediction of field parameters, both stochastic and deterministic environmental changes. Because of this, improved scattering

can greatly reduce the time and effort required to design and d diffracti dels for t trial and de t t
develop a progression of prototypes necessary to achieve the@l ifiraction models for terrestrial and man-made targets

final system requirements. To accomplish this, a physics-based Must be developed to accurately predict the performance of a
methodology must be considered. In this methodology, a series wireless system. In an environment where line-of-sight propa-
of scattering and diffraction models must be developed and inte- gation is not dominant, multipath signals caused by scattering

grated which accurately represent the effects of various terrain 5,4 giffraction establish the communications link between
features on electromagnetic wave propagation. In this paper,

diffraction of electromagnetic waves from a surface impedance '€C€iver and transmitter. Dispersion and fading are important

discontinuity, which can represent a river or trough is considered. features of such communication channels, which influence

In order to more accurately represent the transmitter antenna, the performance of advanced spread spectrum modulation
dipole excitation is used as the wave source. The river or trough schemes. With this in mind, a physics-based methodology is

is modeled as a variable impedance insert in an infinite plane o, considered to develop and integrate advanced scattering
with one-dimensional (1-D) variation. An integral equation for . . .
an impedance surface is formulated in the Fourier domain, models for.varlous te_rraln a.nd. environmental features, such
which is solved iteratively using a perturbation technique. An as mountains and hills, buildings, rough surfaces, surface
analytical solution is provided to any desired order in terms of discontinuities, vegetation (trees), atmospheric propagation
multifold convolution integrals of the Fourier transform of the  effects, etc.

impedance function. The far-field integral is then evaluated using The problem of plane wave diffraction from shorelines in
the stationary phase technique. Next, the formulation is extended P P

to a short dipole with arbitrary orientation by expanding the ~Planar land-sea boundaries using the Wiener—Hopf technique,
dipole field in terms of a continuous spectrum of plane waves. was addressed by Bazet al. [5]. For this problem, the sea
Results are then shown for both plane wave and dipole excitation. and land surfaces were modeled by a perfectly conducting
Scatte(;'”g dreszti for an 'rﬂpeda”‘t:ﬁ insert are %e't’erated U?,toland impedance surface, respectively, and the diffraction is
second order. These results are then compared to geometrical : S :

theory of diffraction (GTD) results. The effect of varying both evaluated usmg_ the Wlener Hopf method. W.alt and others
the width and perturbation parameter of the insert are described. addressed the diffraction effects caused by an inhomogeneous
Results from plane wave incidence at various oblique angles are surface using an integral equation technique to solve for an
shown. Effects of varying the impedance transition shape are attenuation factor [6]-[8]. The solution is formulated in terms
S s compaes, Ssteig et fr Sl et of compex egrals hal st be Sobed numercaly. I
the scattering plane. It is shown that theZ component of the this p.aper,' an analytical formglatlon IS deyelopeq t(? predict
diffracted field is maximized for either a vertical or horizontal ~ the diffraction from a surface impedance discontinuity of an

dipole orientation. Effects generated by varying the receiver arbitrary profile such as rivers, shorelines, or troughs when

height are also discussed. excited by a small dipole of arbitrary orientation. Basically,
Index Terms—Diffraction, impedance discontinuity, surface 'the river is modeled as an .impedance change in an infinite
impedance. impedance plane, representing the ground plane, which is an

acceptable approximation over a frequency range including
high-frequency (HF) to lower microwave frequencies. An
integral equation is developed and then solved analytically
UE to the rapid growth of wireless technology, theising a perturbation technique, assuming a one-dimensional
accurate prediction of both deterministic and stochagt-D) impedance variation. For noncanonical problems, it is
tic processes involved in the propagation of electromagnetigually difficult to obtain exact solutions for Maxwell's equa-
waves in a communications channel has attained prominemiggs and, thus, approximate solutions are sought. Geometrical
in recent years [1]-{4]. Simplistic statistical-based channgieory of diffraction (GTD) methods, while accurate at high
models, while providing some insight, are not based on th@quencies, have only been applied to problems where abrupt
variations in a surface are present. A solution is sought for
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integral equation, which assumes a phase variation only in
the dimension where the impedance is constant, is formulated
in the Fourier domain for plane wave excitation. In [9], it
was shown that an integral formulation for a resistive sheet
with resistivity R(x) could be extended to an impedance sheet
by simply replacingR(x) with n(z)/2, wheren(z) describes

the impedance variation of the surface. From this, recursive
expressions for the induced current of any order, for arbitrary
impedance variations, are derived. Far-field expressions for
plane wave excitation are derived by applying stationary phase
to evaluate the radiation integral. Due to the nature of tffé- 1. Scattering geometry for variable impedance surface.

far-field expression the induced current is left in the Fou”%yadlc Green's function for > 2/, derived from the spectral

domain, thus eliminating the need for additional integration
domain representation of the free-space Dyadic Green'’s func-
The derivation is then extended to the small dipole excitatiof]
ion. To obtain (3), we start with the spectral domain form of
Scattered field expressions are formulated by applying the

spectral-domain representation of the dipole fields. For Source ¢ free-space dyadic Green’s function fas »' g|ven by [12]

and observation many wavelengths distant stationary phas%(r r') :_775(7 - //
is used to evaluate the field expression integrals. Results are ‘'’
then shown for both plane wave and dipole illuminations. _ez(km(ac ac)—l—ky(y y)-l—k;(,. 2) dkx dky )

Results up to second order are generated for plane wave

excitation across a step insert and compared to a third oradrerek = k.z + &, + k.2. Since the dependence of the
GTD solution [10]. An error bound for the perturbationnduced currents and fields apis known (¢*.¥), the 2-D
parameter is established and defined in terms of incideBteen’s function can be evaluated from (4) by integrating out
wave polarization and angle. The effects of varying both thee 4 dimension. Noting thafl — (kk/k2)] = [T — kk] =
perturbation parameter and insert width are discussed. Rengger 7n] and integrating out the, dimension gives the

are then given for plane wave excitation at various obliqyg|iowing form of the 2-D Dyadic Green's function far> ~':

angles. Results from both an impedance step insert and a more_ 1

gradual impedance transition, better representing a riverbedGyp, (p,p') = ek / —éée+ mm]eikr@”—’“) dk,.

are compared. Results from dipole excitation show a two- ks

dimensional (2-D) grid of receiver field strengths for both ()

vertical and horizontal dipole orientation. Results show th G), p

the 2 component of the diffracted field is maximized for either

a vertically or horizontally oriented dipole. k2sin? 3 — k2 with g8 defined by ki - § = cosf =

sin ; sin ¢;. The unit vectorg and in (5) are defined by

Il. INTEGRAL EQUATION FORMULATION .

kxy -
FOR VARIABLE |IMPEDANCE SURFACES é= Y and m=éxk. (6)

LR

= 2k + 22 and k, = (JKI-KP —kZ =

The geometry of the problem is as shown in Fig. 1 with
and ¢ as defined in standard spherical coordinates. Note tiNdting thatk = [ka@ + Ky Y + k2 2]/ ko, simplified expressions
the geometry is not a function @f and, thus, the induced for ¢ and s are given by
current alongy and the scattered field are of the forfv¥ or ., . -
are in phase with the incident field. We start by defining the PO el A y_,cﬂ_ 7)
impedance boundary condition on the scattering surface as ko sin B sin 5

A % (i X E) = —n(z)(i x H). (1) In (3), J(z') k: J_x(a:’)af: + Jy(z")j and a dependenc_y op
of the forme*™+¥ is assumed and suppressed. Substituting (5)
Applying the field equivalence principle [11] to (1), theinto (3) it can be shown that
magnetic field is replace by an equivalent electric current
and a magnetic wall placed behind the current, doubling it. E — koZo —k.
The following implied integral equation, which describes the o // { [ <k0 smﬁﬂ
tangential surface electric fields, is generated:

B = (B4 E 4B = @I, @) ] cot PE () +sin B0 |
The scattered field on the impedance surface is defined by cethe =) gy (8)
E° — 2ikoZo e G (p.pf) » 3(z) dot 3) The incident field is now defined & = qui’;i'r and from
oo this the tangential incident and reflected fields on the surface

where the factor of 2 in (3) is from image theory and"®
Gapi(p,p') is the spectral domain representation of the 2-D  (E!

fan fan

) om0 = 2(Eq — (Eq - 2)2)ci etk (g)
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where again the factor of two on the right side of (9) is from I1l. | TERATIVE SOLUTION
image theory. The explicit integral equation can now be written |, s section, a recursive relation will be shown relating
as any order current to the previous order current. The zeroth
@J( ) =(Eo — (Eo - 2)3)e ikie _ Koo order current components/y, and Jo,), which produce the
4m reflected field, will first be derived and then the recursive rela-
k. tionship will be shown. Definitions for the surface impedance
// { [ [ <k0 ain /3” and induced current expansions must first be given. The
surface impedance is defined as
+ [— cot ﬁk_z']’” (z') + sin Bsp.J,, (a:’)} } n(z) = no(1 + Ah(zx)) (14)
Stk =) gk d. (10) whereA is the perturbation parameter. In the Fourier domain

Fourier transforming the integral equation and invoking thd4) becomes
convolution theorem of Fourier transforms [13] eliminates
the integration with respect ta’ in scattered field term
of (10). The Fourier transform of the scattered field term
creates &(« — k,) term allowing the final integration with
respect tok, to be evaluated algebraically, modifying.

i) = 2mnod(a) + moh(a)A. (15)

For sufficiently small values ofA the surface currents in
the Fourier domain may be expanded as

to k., = (/K3 sin® 3 — o2. Performing these operations on ~ = . - ~am
(10) generates the following integral equation in the Fourier I (o) = Z(Jm( )&+ Jny (@)G) A" (16)
domain: n=0
in(a)*jm(a) For the zeroth order current components,., Jo,, COr-
b7z responding toA = 0,7(c) = 2mnedé(c). Performing the
= (Eo — (Eg @ 2)3)2r6(cv — kL) — 2220 convolution on the left sides of (12) and (13) gives the
2 following two integral equations for the andy components
L é —k. Jo(a) of the surface fields:
k. kosin g 1
+ m {— cot /3 ( )+ SlnﬁspJ (« )} } (12) 5770J0m(a)
iy koZo
Now using the definitions foe and»m given in (7) and after = 2nEo,6(c — k) — 2
some algebraic manipulations, the following integral equations 1 a2 a -~
for each current component in the Fourier domain are obtained: : K{ <1 2 ) Jox — cos f—Joy )} 17)
1 -
il 1 -
wn(a) #Jn() QUOJOy(Oé)
. iy koZo ko7
= (EO b .’L’)27T6(Oé - kx) - 2 = 27rE0y6(a — k;) — 02 o
1 a?\ - a = 1 -
L. 1- k_g Jo(or) — cos ﬁk_o‘]y(o‘) (12) . k_{_ cos [3 ]Oac( ) + sin? [3sp.]0y(a)}. (18)
1 ~ z
— J L.
47r77(a) #Jy(@) Collecting terms in (17) and (18) and solving fdg.., Jo,
= (Eq e §)2r8(c — k) — koZo gives (19) and (20), shown at the bottom of the page, for
¥ 2 the zeroth order currents. The recursive relationship for higher

order currents is derived by applying the perturbed impedance
of (15) and the current expansion of (16) to (12) giving the
following integral equation relating,,..(«) to the higher order

kl{ Cosﬁ T (@) +sin? BspJ, (a )} (13)

{E [1770 + ka sin /3} + Eo, [gk COS/3:| }27r6(a — ki)
Joo(er) = (19)

1 koZo a2\1[1 koZo . » Zoacos B\
[5”“ ok <1_%>H R T B T
1 Z ‘
Eoy | =m0 + Ko Zo 1—-— —I—EOT Cosﬁ 2mé(a — kL)
; 2 2%k,

0u(®) 1 koo (| a_2 1 koo o ] (Zoreoss 2
20" o, 212" e ok,

(20)
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x,y current components: Collecting terms and solving (23) and (24) for the higher order
x© /1. 1 . ~ current components gives the recursive relationship between
Z <§770Jm(06)An + Eﬁoh(a) * Jna}(a)An—H) each current order and the previous order shown in (25) and
n=0 (26) at the bottom of the page, where

o koZy = 1
ZZWEOmé(a—k;)— 0 OZk_
n=0""%

9 sin?3=1-— <—y> , cosf=-Y, and
a’y a s n ko ko
. {(1 - ﬁ)]m(a) - Cosﬁkany(a)}A . (21
0 0 _ [12_ 2
Rearranging the terms gives ke =kt —a? — k. (27)
1 -
5oz (@) IV. FAR-FIELD EVALUATION
>~ /1 - 1 - - 1 Once the induced currents are obtained, the scattered field
+ Z 5770(‘]<"+1>W(O‘) + gh(o‘) * Jna(a) | A expression can be derived analytically for any order current
=0 ‘ bz 1 provided the observation point is many wavelengths from the
=2 Eo6(c — kL) — 02 Ok_ scatterer. Recalling that the induced current is of the form
9 * I (z,y) = A", (z)c*s¥, the scattered field can be obtained
(8% ~ o =~
. {(1 - ﬁ)fogc(a) . /3k_.10y(a)} from
0 0
kOZO S 1 +?o.: 230
T g E:O k. E*(r,) :2ik0Z0A"// G(r,,v') - T (" )e ¥ da' dy (28)
2 —0o0

(8% ~ o ~
1 0 where G(r,,r’) in (28) is the spectral-domain representation
AT (22) . , . ) )
. . ) ~_of the free-space dyadic Green’s function for =’ given in
Observing that (17) is embedded in (22) all terms containing) ypon substitution of (4) into (28) and integrating first with

zero order current components vanish. Noting that the eq“ﬁ:—!‘spect toy’ and thenk, gives
ity remaining must hold for all orders of\, the following Y

recursive current relationship is established for theurrent too
: ZoA™ 1 . : o s
Colmponent_ E° (I‘S) __ ko 20 //k_ez(kmacs-l-kyys-l-k:zs){hh + {}{}}
. v =
5770‘](71-1—1)1;(04) -0
1 N koZo 1 0 3. ()™ da’ dk,. (29)
= —Enoh(a) * Jpp () — > L )
a2\ - a = The unit vectorsh, ¢ in (29) are given by
. { <1 — k—(%) J(n_i_l)m(a) — COS /3k—0J(n+1)y(oc)}
(23) i kx2z —kf) cos. 4y + k;ﬁ:
Similarly, the integral equation relating,, () to the higher [k x 2] \/ K cos? i, + K
olrder~currents is —k; COSz/)SQ—I—kéi )
=10, , = ,
10 (n+1)y () \//f% cos? s + k?j sin? 1,

1 - ~ koZo 1
= _E%h(a) * Jpy (o) — 5 E

and (31), shown at the bottom of the next page. Noting
. (24) that[*Z Jo(a')e*==" dz' is simply the Fourier transform of

a _— _—
- —cos B—J i1y (@) +sin? B i1y, }
{ ko (12 (@) () J,.(z") with a = k, the final form of the scattered field in

< R ) |:<kz770 ) + sin? /3} h(c) % Jpo(a) + Rt o cos Bsph(a) * Jp, (@)
j (Oé) _ i k‘oZo k‘oZo k‘oZo /{}0 (25)
(n4+1)z 27 14 ]%‘ZT]O 06_2 g 2 [3 B ]%‘ZT]O
i koZo J\& 7T koo
~ 2 5 5 3 : 5 N
<k”7°> {(k”()) + < = a2>:|h(a) b dng(0) + T s Bsph(a) + dpa(@)
j i k‘oZo k‘oZo ]{}0 k‘oZo /{}0 26
(rr0u(®) = 50 koo \ [ o 2, koo (26)
14 -2 A
i < 5 { A kOZO}
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the far zone is Recognizing that the integrand describes a plane wave prop-
agating alongK'/ko and using the linearity property of
s koZoA™ [+ oo electromagnetic waves, the scattered field can be expressed by
E(ry)=———F" {hh + o0} » . S
27 o a superposition of scattering from individual plane waves or

N Ci(ka:xs'l'k;ys'i'kzzs) +o0
.Jn(kl‘) qu) (32) Ezn(rs) — // D(KZ)eZk;pseZk;ys efiKZTO dk; dk; (37)

k2 — k2 — ki

In the far field forp, = /22 + 22 > ), stationary phase "1ere §
can be used to evaluate the integral in (32) [L4]. Evaluating p(ki) — —koZoA

the exponential functiorf (k) = k,xs + k.2, at it's extrema \ /27r/€f7p5
gives the following stationary phase point:

{hh + 00} e Jn(k;, cos 1, )e /D)

(38)

Fasp = \ /K2 — ki cos b, 2 ki cos . 33) andD(K?)c*srec™¥ in (37) is the scattered far field from

each individual plane wave as described by (34). Again,
r%:onsidering a situation where distance between source and
Sbservation are large compared to wavelength, stationary
phase is used to evaluate the 2-D integral of (37) [15]. Noting
that the exponential function is given by

Here,p, andi, are the radial scattering distance and scatteri
angle from ther axis respectively in the: — > plane with
k. = ki sints, k) simply the propagation vectds, projected
into thez—z plane ork;, = ko sin 3. Applying stationary phase

for a 1-D integral [14] to (32) gives the following far-zone  ¢(ri ki) — ki (y. — yo) — kizo + kizg + /K2 — k7% p,
scattered-field expression for plane wave excitation: (- k) ol 0) ~ Koo K270 0 Y

(39)
B (r)) = — koZoén {% o0} oj,,,(kf, cos 1) the stationary phase points are found to be
2rkip ; —z0(ps + po)
i ; ka}sp = kO
. i pa— (/) i,y (34) poR
i (ys - yO)
e
V. EVALUATION OF SCATTERED FIELD 2o(ps + po)
FOR SHORT DIPOLE EXCITATION ki, = %ko (40)
Po

In this section, the scattering formulation for an impedance
insert excited at oblique incidence will be extended to includghere po = /z§ + 23 and R = V(s — w)® + (ps +p0)*.
dipole excitation. Consider a short dipole of lengtbarrying Evaluating (37) at the stationary phase points gives the final

a sinusoidal current of amplitudé and located atr, = form of the scattered electric field for the small dipole or
o + Yo + zoz. The field emitted from this dipole at some . i 2T g
observation pointr = z# + y§ + 2% for z<z can be an(rs) = D(Kgp)-7c (41)

represented by a continuous spectrum of plane waves. The PR . L
form of this field is expressed by thereKS is K* evaluated at the stationary phase point given

by (40) and where

. +oo . . 2 2 2 2
_ —'L”{J()Zo 1 (= K'K* K r C = 7] f a f _ 15} f 42
Ed(r) T g2 //{k_; |:I - —kg :| elc 0 - ka akéz ak;ak; . ( )
_— . The second derivatives at the stationary phase point are given
K r 7 7
KT gk dk] (35) by
4 4 4 S ; ; . o? 2
wherek® = kiz+kij—kiz ki = [k} — ki’ — ki, andl is 8k£ = —70% (43)
the unit vector along the short dipole. The integrand of (35) 2’” 2 P 2 ,
can be restated a8qc’K ) where Pf Kotk kg 44
2 23 ZO 2 .32 3 st ( )
R ak'y kzsp [kO - kysp] /
—ilkoZo 1 | KielK' & f ki, ki
= — |- ==—]. 36 — _Nespysp
0 gn? ki kg ] (38) okLok, — kL, (45)
I S —ki ki singhyg — ki sine, cos @ + (k3 cos? i, + kY sin?ep, )2 31)

ko ko\/ k2 cos? , + ki sin? ¢,
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Substituting the expression f@ (K% ) from (38) in';o (41) and (51), shown at the bottom of the page, whékg and

and noting thatkj, at the stationary phase poit,,, = Ey, are derived from (47) and are given as

((ps + po)/ R)ko gives the following analytical expression for

the scattered field: g —_1Zo  pok K’ & lzo(ps + po) (52)
Oxr — 871'2 P ( + ) x k‘ R
N wkoR 4 n ZolPs T Po 00
In(rs) = e'e iql
) ==\ o T poirs By -0 mR [ Keli—w)] gy
A{hsphsp +ispisp} 872 zo(ps + o) ko R

with [ = 1,z + l,§+ 1.2 andK* as defined previously. Now,
defining the zeroth order currents as

koxo(ps + Po))
poR

kozo(ps + po))
polt

oJ, <k0@ cos 7/;5) i (46

In (46), the unit vectorshsp and dsp are those given by
(30) and (31) evaluated at the stationary phase point. The
following expression must be used for the plane wave incident
field amplitude which is implicit inJ,,():

Jow() = Uy, 278 <a +

Joy (@) = Ugy 216 <a + (54)

_ —IZ

R Kiel
Eo = £0 b

and substituting into (48) and (49), (55) and (56), shown
at the bottom of the next page, are obtained as the explicit

K} (47)

872 20(ps + po) {l k3
] expressions for the first order currents, which can be used in
where K* = (ko/R)(—((ps + po)/po)zo® + (ys — ¥0)¥ — (46) to find the first order diffracted fields.
((ps + po)/po)z02). Simplified expressions fa¥,,(«), where
a = ko sin 3 cos ¢s can be derived by evaluating (25) and (26) VI
at the stationary phase points and making the substitutions . } ]
sinff = ((ps + po)/R),cosB = (ys — yo/R) and k. = In this section, the analytical results based on the pertur-

kosin Bsin e, giving (48) and (49), shown at the bottom ofPation solution are validated in the limiting cases and are
the page. ' compared with those obtained from independent techniques
Evaluating (19) and (20) at the stationary phase point givy_@ere possible. As discussed previously, diffraction due to

the following explicit expressions for the zeroth order currentB!ane wave excitation will first be examined. Then, a numerical
example is considered, to demonstrate the diffracted field

. REsuLTs

JNOw(a) distribution caused by a river for a dipole excitation. For both

_ 220(ps + po) plane wave and dipole excitations the reference impedance

o polR value is chosen to bgy, = 20.9015 — ¢17.4433, whereryq is
Eox (Mo N pops +p0)\ _ Eoy To(ys — o) the value of the unperturbed impedance. As the impedance
Ladd R ) G R it he mpedance of meist o surfounding the

20(ps + 20(pPs T . . - . .

[1 + % 2op Rpo)} [m(p Rpo) + ?} river bed. The value is arrived at by assuming the impedance

o o po 0 of the river is modeled by slightly saline water at 2.
oS <a+ M) (50) Assuming the saline content of the water is approximately
polt 4 pp/1000, where pp/1000 is defined as parts per 1000 on

™ in /3{ [@ sin), + sin /3} h(a) * jm(a) + cos 1, cos /Jspii(a) * jny(a)}
. 1 Z Zo 48
Jint1ye(a) = o o o (48)
1+ 2 sin Bsine, | [ - + sin Bsinp,
Zo Zo
1 %{ [% sin Bsinep, 4+ 1 — sin? [ cos? z/)S} h(a) % Jpy(a) + sin 3 cos B cos s sph(a) % Je (a)}
7 0 0
Tonrvy(@) = =5 0 0 (49)
14 —sinfsineys || — + sin Fsini,
Zo Zo
[@ <@ polt <1 g (s + p0)2>> _ Eow zo(ys — yo)}
Jog(@) = 2z0(ps +p0) | Zo \Zo  z0(ps + po) I R? Zy 2ol 27“5(@ n ko(ps + po)%)
! polt [1 n o Zo(Ps + po)} [Zo(Ps + po) n @} pol
Zo  poR polX Zo

(51)
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a weight basis, the river impedance, at 30 MHz is found &nd (20) and assuming= = /2 gives the following forms for
be n,. = 13.9343 — i11.6289, derived from the equations forthe horizontally and vertically polarized currents:
complex permittivity given by Ulabyet al, for saline water [sin s + cos b

[16]. The soil impedance value is then assumed to be 1.5y, (z) = ~ eiko sindi(cos diztsindiy)
times that of the river 020.9015 — ¢17.4433, corresponding (14 A) 4 —2
to a perturbation parametex of 0.5. This value corresponds 2 2 cosb;
closely to the value 020.43 —419.27, derived from the values (57)
of permittivity and conductivity given by Hipp [17] for San 3, (2) = [cos ¢;& + sin ¢, 7] cos ; —
Antonio Gray Loam with a 5% gravimetric moisture content Sio(1+ A) + 2098
Mo

and a density of 1.6 g/cin o 2 2

Note that Fig. 1, shown previously, describes the scattering - ko sinfi(cos rwteingiy) (58)

coordinates for both types of excitation. After some algebra the previous equations can be put in the

form
A. Plane Wave Excitation 1 1
) . ) . JO}L,'U(x) =K-- A (59)

In this section, results will be shown and discussed for § 1+ 2
plane wave excitation of the impedance surface. Initially, the §
impedance transition will be modeled as a step discontinuityare i are constants and
The step insert will be used to validate and characterize the 7
method by comparing with a GTD solution, normal incidence 0 1. for Jon(z

. . ) 9 ’ Oh

(8 = m/2). Results will then be shown for various oblique = %J‘;%SS 4. (60)
incidence angles. A more gradual impedance transition func- DT 1, for Jou(z).
tion, which better represents an actual riverbed, will then 1o

be described and results compared with that of the st&phe Taylor Series expansion of (59) will converge uniformly
insert. Note that all plane wave results show the normalizéat all A < ¢, which indicates that the radius of convergence
scattering widtho, /A around the specular scattering conéor low-impedance surfaces can be very high. Using the value
with o, = 27p(|E;|/|E;|) as p — oo. The specular cone for moist soil given previously ofjy = 20.9015 — i17.4433,
is the cone generated by the requirement that the scattetieel limiting cases are fat; = 0 andé; = = /2. For horizontal
field propagation vector along the uniform axis of the insepolarization this gives the maximum values farof 14.62, for
matches that of the incident field along the insert [see (32)]. #1 = 0 andoo, for 8; = w/2, and for vertical polarization 14.62
the plotted resultsq, varying from —90 to 90 is equivalent and 1, respectively. Note that for all plane wave results that
to 7, in (33) varying from 180 to . follow 6, = 45° indicating thatA < 20.265 and A < 10.57 for

An important feature of the perturbation solution is ithiorizontal and vertical polarization, respectively, is acceptable
convergence properties. It is important to know for what valuésr our study.
of A the perturbation expansion of (16) converges to the Having established a sense of the radius of convergence of
exact solution. To characterize the limits of the perturbatiadhe perturbation solution, it is also desirable to know at what
method an error bound must be established on the maximarfirst-order solution will give desirable accuracy. With this in
A allowable, at a given incidence angle and for a particulanind, results were generated for both first- and second-order
impedance profile. Mathematically, this can be shown Hhijiffraction using the perturbation method and compared to a
finding the radius of convergence of the expanded currehird-order GTD solution for the step-impedance function. The
series, in terms of the perturbation parameter Even for order of the GTD solution describes to what degree diffracted
a value of A>1 the series will converge if the currentfields are accounted for. First order are the diffracted fields
coefficients are decreasing for higher orders. Let us firgénerated by the incident wave, second order are the diffracted
consider a limiting case for which an exact solution exists. Thields generated by these initial diffracted fields interacting
corresponds to a constant perturbation functibff{ = 1) with the diffracting edges, etc. TM results are shown for
whose Fourier transform is &function. Applying this to (19) varying from 1.0 to 5.0, in Fig. 3. Note that TM and TE are

- Z Z, R
JlT(Oé) — _ 0 0 £0 (55)

<1 + ;—Z sin Bsin z/)5> <;—Z + sin Bsin ?Ps)

o sin[}{ [@ sin ), + sin /3} Upsz + cos s cos /3U0y}71<a + M)

. Eol(ps
%{ [;—0 sin sin, + 1 — sin? 3 cos? z/;s} Uyy + sin 3 cos 3 cos 1, Up, }h <a + LM)
iyle) = === = (56)

<1 + ;—Z sinﬁsinz/)s) <Z—Z + Sinﬁsini/)s)




SARABANDI AND CASCIATO: DIFFRACTION OF RADIO WAVES FROM 1-D SURFACE IMPEDANCE DISCONTINUITIES 93

Grid 1.822 m (6 ft.) Dipole
above Impedance Plane 20 1
where E-Field is Mapped

Scattering Width, 02D/7\ (dB)

iy

Fig. 2. Dipole position over variable impedance plane. _80

80 —60 -40 -20 O 20 40 60 80
defined as transverse to the plane of incidence. All results 8 (Degrees)

shown are for a step insertA\Swide at normal incidence (@

(8 = #/2). As can be seen, for & of up to 2.5 the first-
order perturbation solution tracks the GTD very nicely for the
TM case except at near grazing. The perturbation results begin
to degrade for the TM case for A of 5.0. The TM results
shown are a worst case with first- and second-order TE results
showing excellent agreement for as high as 5.0.

The convergence property of the perturbation solution as
a function of the width of the insert step function was also
observed. The insert width was varied from 1 to\2@&\ was
fixed at 2.5, where the first-order TM solution was shown
previously to degrade for an insert width of.5Both the
TM and TE results were basically insensitive to insert width

[ 2

Scattering Width, GZD/k (dB)

————

variations.

Having characterized the perturbation method, both in terms 80 g0 60 —40 20 0 20 40 60 80
of an error bound and insert width, results will now be shown 0 (Degrees)
for a step insert & wide with 79 = 20.9015 — 417.4433 and (b)

A = 0.5 excited at oblique incidence angles. As described
previously these parameters best characterize those of an actual
river surrounded by soil. The insert width was chosen to
correspond to a river 50 m wide at 30 MHz.

Both copolarization and cross-polarization results are shown
in Fig. 4. Fig. 4(a) shows the copolarization scattering width,
normalized to wavelengttr, /), for TM case of a step insert
excited by a plane wave at a constant argjle- 45° with ¢,
rotated at the oblique angles, 0, 45, and’.9Referring to
Fig. 4(a), the peak scattering fgr, = 0° is shown to be at
approximately the specular angle &f = 45°. At ¢; = 90°
the incident wave is along the step insert and the scattering
pattern is symmetric in the-z plane as expected.

Scattering Width, GZD/X (dB)

R Sy

e

_BoL, " 1

Theoretically no cross-polarization results can exist for an 80 -60 40 —20 O 20 40 60 80
incidence angle ofp; = 0. As ¢, is rotated toward 90 8 (Degrees)
cross-polarization levels become more significant. Fig. 4(b) (©

shows cross-polarization results, again in terms of ”Orma"zﬁﬂ. 3. Normalized bistatic echo widifr; /) of an impedance step insert
scattering width for plane wave excitation with = 45° 5x wide with 5, = 20.9015 — i17.4433, at 6§, = 45°, &, = 0°, first

and ¢; = 90°. Note that as the incident field is rotated to & - - : - ) and second-order (-----) perturbation technique compared with
position along the step insef = 90°, the cross-polarization ©'° () forvaninga TMcase. (@a = 1.0. (b)) & = 2.5. () & = 5.0.

levels rise, and, in fact, the cross-polarization f6ET\ In order to more accurately represent an actual riverbed
with ¢; = 90° is the highest level for all results includingan impedance function with a more gradual transition than
copolarization curves. This indicates that receiver polarizatitine step function was generated and results compared to those
(measuring the diffracted field) need be adjusted for optimugenerated by the step insert at normal incidence. The transition
polarization matching as the incident field propagation vect made over a distance of/2 and and the width of the
moves about the step insert. gradual impedance function set ak,5the same as the step
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O.
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‘® -50, ©
Q O
w wn
~60F
-70— : : : ; : : : ‘ 70— L : ‘ : : ‘ :
-80 -60 -40 -20 0 20 40 60 80 -80 -60 -40 -20 0 20 40 60 80
93 (Degrees) GS (Degrees)
@ Fig. 5. Normalized bistatic echo widthg, /X), of an impedance step insert
of width 5\ (—) compared with gradual transition insert of bandwidth 5
(----- ), 70 = 20.9015 — i17.4433,A = 0.5 at§; = 45°,¢; = 0 for both
cases, first-order perturbation technique, TM case.
o
=)
< plane or at the approximate height of a hill or microwave
o_”’ cellular link. Fig. 2 shows the dipole positioning above the
£ river with Fig. 1 again showing the appropriate axis and
= angles. Simulations were run for both vertic@l directed)
2 and horizontal(f directed) dipoles. The E-field strengths are
I3 evaluated at a height of 1.8288 m (6 ft) above the impedance
S plane or approximately the height of a human being. The
w . . . . .
_B0" ! ! ] result of the simulations, for first order diffraction are shown
; ! in Fig. 6(a)—(f) with Fig. 6(a)—(c) showing diffracted fields
70 a0 80 —40 20 0 20 40 60 80 levels in decibels when the impedance plane is excited by
6, (Degrees) a vertically oriented dipole and Fig. 6(d)—(f) showing those
(b) excited by a horizontal dipole orientation. The simulations

. . I , . : were run for both polarizations with an insert width ¥, A
Fig. 4. Normalized bistatic echo widifw; /\) of an impedance step insert - . . .
of width 5\ with 7, = 20.9015—17.4433, A = 0.5 até; = 45°, first-order Of 0.5 @ndno = 20.9015 — ¢17.4433 as defined previously for
perturbation technique. (a) The effects of obliquity far = 0 (——), 45 an actual river. Results were generated i9@0 x 1000 grid.
(T_E__?)'a”d)ggné';,\‘ﬁ;”("f ‘f‘s_ez")”h (b) cross polarization for= 90, The incident field component&y,, Eo, were normalized to
M v ' (11)/X, wherel, [ are the dipole current amplitude and length

insert. The width of the gradual impedance function is definé$ described previously. Due to the far-field criteria that the
as the distance between points where the function is 3 @Bservation point be at leagt¥?/X from the scatterer in the
below maximum. AlsoA and 7, were as set previously for finite dimension, wherd¥ is the width of the insert, only
simulated river, or 0.5 and0.9015 — 17.4433, respectively. results for distances at least b@way from the insert are
The results for the step insert, shown previously with= 0°, Shown. All results within 5@ of the center of the insert are
are overlayed with those of the gradual impedance transitiBAt included and are indicated by the boxed area between 0
and are shown in Fig. 5 for TM polarization. As can be seen f#1d =50 in the = dimension of Fig. 6(a)—(f). For all plots,
Fig. 5, the gradual impedance transition tends to lower and plile dipole is located at a position 100 wavelengths in-the
the sidelobe levels toward the specular scattering direction@fection along they = 0 axis, ten wavelengths above the
6, = 45°. This is as expected since a more gradual transitigfiPedance plangz = 10A). The thing to note in Fig. 6(a)—(f)
effects the currents less and in the limit should reduce ¥ that thez component of the electric field is dominant for

case of specular scattering only. TE polarization results wetiher dipole orientation. For the vertically directed dipole
similar. the 2 component is two orders of magnitude greater than

the 2 component while for a horizontally oriented dipole the
%2 component is an order of magnitude greater then ghe
component. Note that a null occurs along the 0 axis where
The intent of simulation with dipole excitation is to evaluatéhe dipole is positioned for thg field component in the case
field strengths as would be expected in a mobile commumif the vertical dipole and thé and z field component for the
cations channel. With this in mind, B/8\ dipole is placed horizontally oriented dipole, as expected. It is also observed
at a position 1 km away from the impedance step insdttat field levels in the half plane where the dipole is located
along thex axis (y = 0) and 100 m above the impedancé-+z) are significantly lower than those on the opposite side.

B. Dipole Excitation
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Fig. 6. First-order diffracted E-fields (decibels), vertical, and horizontal dipole excitation for an impedance step insenvidd
no = 20.9015 — i17.4433,A = 0.5. (@) |Ez|, (b) |Ey|, (c) |E:| for a vertically oriented dipole with (d)|E.|, (€) |Ey|, () |E:|

for a horizontally oriented dipole.

Note that the effects of changing receiver heights on ditomponent generated by a vertically oriented dipole showed a
fracted field strength was also investigated. The field levelecrease in field levels for increasing receiver heights.

along the x axis aty = 0 were observed for varying
receiver heights. In general, received field levels increased for

VIl. CONCLUSIONS

increasing receiver hEIth This trend was observed for bOthThe intent of this Study was to accurate|y predict and
vertically and horizontally oriented dipole excitations and alibserve diffraction from terrain features that can be modeled
receiver field polarizations with one exception. Thdield by variable impedance surfaces such as rivers, flat shorelines,



96 IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 47, NO. 1, JANUARY 1999

and shallow troughs. Using the field equivalence principl€3] J. W. Goodmanintroduction to Fourier Optics New York: McGraw-

i i i i i Hill, 1968, p. 278.
the diffraction problem is formulated in terms of an integr 14] J. D. Murray,Asymptotic Analysis New York: Springer-Verlag, 1984,

equation for a fictitious electric current induced on the variable * ;, "75_gs,
impedance surface. The river was modeled as an impedaii¢é V. A. Borovikov, Uniform Stationary Phase Method London, U.K.:

. . . 3 . IEE, 1994, pp. 79-82.
transition in an infinite plane. A perturbation technique w 6] F. T. Ulaby, R, K. Moore, and A. K. Fundicrowave Remote Sensing,

used to derive a recursive solution for any order diffraction cur- ~ Active and Passive—Vol. II: From Theory to ApplicationsNorwood,
rent in terms of the previous order. Stationary phase techniques MA: Artech House, 1986, pp. 2022-2025.

. . 1 J. E. Hipp, “Soil electromagnetic parameters as functions of frequency,
were used to evaluate far-field expressions for both pla soil density, and soil moistureProc. IEEE vol. 62, pp. 98-103, Jan.

wave and short dipole excitations. Initial results were shown 1974,
for plane wave excitation to characterize and validate the

perturbation technique. Error bounds were established to show

that the technique could evaluate perturbations equivalent to
those of an actual river. Using impedances comparable
those of an actual river, scattering results, at various obliq
incidence angles, were shown when the impedance transit
was a step function. It was observed that the cross-polarizat
levels for a TM polarized field incident along the rive
dominated the scattering levels. Effects of a more realis
gradual impedance transition were also shown. Results w
then generated for short dipole excitation. It was observead Department of Electrical Engineering and Computer

~ ; P . ience at the University of Michigan. He has 15 years of experience with
that thez component of the received electric fields dommateificrowave sensors and radar systems. In the past eight years he has served as
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