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¢ Simply observing snapshot of state is insufficient Predict performance if the paths are broken
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¢ Can largely been seen as a series of queues

¢ Act of removing an item from a queue sets up a dependence
between the producer of items in queue and consumer . . .

¢ Queue push/pop/empty/full operations explicitly annotated ¢ V'Suahz_mg_the anaIyS|s o ¢ Future Work

Edges between state machines weight is com latency ¢ Can'tvisualize full graph (millions of nodes) | ¢ Analysis currently limited to single streams

Reduces global dependence graph generation to description ¢ Compress the information in combination of state machines ¢ Apply techniques to larger workloads

of local state machines and their local interactions and bottleneck graph
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