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      Larry in (1C) is prosodically prominent, ending in a rise in pitch; Nina is also prominent, but ending in a fall.  We call Nina the focus of (1C) and we call Larry the contrastive topic of (1C).


	(1)  A:  Who kissed who?


	      B:  Well, who did Larry kiss?


	      C:     Larry         kissed    Nina
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      I adopt the theory of information structure in discourse of Roberts 1996, where a context includes a push-down store of (as yet unanswered) questions under discussion, which may contain questions that have been explicitly uttered as well as implicit ones.  I also adopt Roberts 1996's analysis of focus, where the role of focus is captured by the constraint in (2).


            (2)	The focus semantic value (( la Rooth 1992) of an utterance must be identical to the last question under discussion obtaining at the time of utterance.


Finally, I adopt the topic semantic values proposed in B(ring 1999.  I assume, with B(ring, that the focus semantic value  of (1C) is the set of propositions in (3), and that the topic semantic value of (1C) is the set of sets of propositions (=of question-denotations ( la Hamblin 1973) given in (4), i.e., something like (5).


	(3) {[[‏kissed(l,y)]]g : g assignment function}


	(4) { [[{‏kissed(x,y)]]g' : g'=g except (perhaps) for g'(y)} : g assignment }


	(5) {{'Larry kissed Sue', 'Larry kissed Mary', 'Larry kissed Lisa',...},


	      {'Bill kissed Sue', 'Bill kissed Mary', 'Bill kissed Lisa',...},


	      {'John kissed Sue', 'John kissed Mary', 'John kissed Lisa',...},...}


	   ={'Who did Larry kiss?', 'Who did Bill kiss?', 'Who did John kiss?',...}


And the question I wish to address is how the role of topic might best be captured.





      Roberts 1996 discusses contrastive topics only briefly, and doesn't actually formulate a constraint on their use.  Roberts takes the focus semantic value of (1C) to be (6).  (Which is precisely [[(1A)]]‏.)  As I will show, given (2) above, this yields the incorrect prediction that (1C) necessarily addresses question (1A) but never addresses or presupposes question (1B).


	(6) {[[‏kissed(x,y)]]‏g : g assignment function}





      B(ring 1999 proposes the constraint on contrastive topic in (7).  B(ring's theory correctly predicts a nice variety of facts.  For instance, it allows (1) and (8) while ruling out (9).


            (7)	Statement A is a felicitous answer to question Q iff ‏Q‏ is a member of the topic semantic value of A.


	(8) A:  Who did Bill kiss?


	      B:  Well, [Larry]TOPIC kissed [Nina]FOCUS.


	(9) A:  Who did Bill kiss?


	    #B:  Well, Larry kissed [Nina]FOCUS.


I will show, however, that it has some problems too.  Intuitively, (1C) is related to question (1B) much more directly than to (8A).  But B(ring has no means of explaining that.  Further, B(ring predicts, incorrectly, that (10) is not felicitous.  (10) is felicitous, and no less so than (8) is.


	(10)  A:  Who kissed who?


	         B:  Well, [Larry]TOPIC kissed [Nina]FOCUS.








      My point of departure is the observation that the congruence of responding to a given question with (1C) depends on the focal structure of that question.  Note that in (1B), Larry must be focused, as in (11).  Further, while (1C) is intuitively a very direct answer to (11), it is not as congruent a response to (12) or (13).  Neither Roberts nor B(ring can account for such data.


	(11)  Who did [Larry]FOCUS kiss?


	(12)  Who did Larry [kiss]FOCUS?


	(13)  Who [did]FOCUS Larry kiss?





      The main proposals I wish to make are given in (14) and (15).  I will show that this analysis allows me to predict all the data given above and more.


            (14)	The focus semantic value of a question is the set of question-denotations obtainable by substitution into the focus positions.


	(15)	The constraint capturing the role of contrastive topic:


	The topic semantic value of an utterance must be identical to the focus semantic value of the last question under discussion.





      (14) determines that the focus semantic value of (11) is the set in (4)-(5) above.  But that means that the topic semantic value of (1C) is identical to the focus semantic value of (11).  Hence, (15) determines that the last question under discussion when (1C) is uttered must invariably be (11).  This immediately accounts for the intuition that (11) is what (1C) most directly answers, and correctly predicts that (1C) is a felicitous response to (1B), but only assuming that (1B) is in fact (11).  Because (11) is the last question under discussion when (1C) is uttered in example (1), (1C) satisfies both (2) and (15) in this example.





      If (11) is not present explicitly, it may be present implicitly.  This allows us to predict the felicity of dialogs like (10).  (10) is felicitous because (11) is implicit here, in  between (10A) and (10B).  Here too (11) is the last question under discussion when (10B)=(1C) is uttered, and the two constraints are satisfied.





      But why is it that (11) can be assumed to be implicit in (10)?  Here we must invoke


Roberts' natural and independently motivated assumption that each question under discussion must be relevant (in a sense that Roberts makes precise) to the preceding question under discussion.  (11) can be assumed to be implicitly present in (10), because on that assumption the relevance requirement is satisfied.  (11) is plainly relevant in the context of (10A), since it can serve as part of a strategy aimed at answering it.





      A question that would not be relevant to the one preceding it would not implicitly arise, and that allows us to predict incongruity.  For instance, the reason that (1C) is not a very congruent


 response to (13) is that (11) is not likely to be implicit here, since (11) is not really relevant in the context of (13) (it would make for a sudden change of topic here).





      Besides the empirical force of my analysis, I will also discuss its conceptual advantage.  I hold that a contrastive topic is in fact a species of focus.  I will argue that my analysis offers a coherent and uniform view of focal elements, including the focus of a statement, the focus of a question, and the contrastive topic.
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