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1 Introduction

An n-dimensional hypercube computer, or n-cube, is a parallel computer with2n processors and
network topology that of ann-dimensional binary cube. Each node of the cube is associated with a
processorP while each edge(Pi, Pj) of the cube represents the direct communication link between
processorsPi andPj . Hypercube computers have been studied since 1962 [35] and have recently
become the focus of intense commercial and research activity [15, 16, 17, 18, 19].

One of the attractive features of then-cube topology is its behavior in the presence of faulty pro-
cessors or links. Depending on the number and location of these faults it is possible that the network
still contains large subcubes which are fault-free. Since most algorithms for then-cube specify the
dimension of the network as a parameter, these algorithms can still be used in the presence of faults,
although with some degradation. Assuming some minimum acceptable level of degradation, it is
natural to consider the following question:

In an n-dimensional hypercube, what is the minimum number offaulty processors
(or faulty links) that cause all m-dimensional subcubes to be faulty?

This question can also be considered as part of the subcube allocation problem. In multi-tasking
on ann-cube, the problem of dynamically assigning subcubes of a given dimension to a given task
can be thought of as allocating subcubes in the presence of faults, where the busy processors and
dedicated communication links can be considered “faulty”.

The above question arises from problems in resource distribution [28] as well. To illustrate,
suppose disks are to be attached to some of the processors of an n-cube in such a way that every
m-dimensional subcube contains a processor with a disk. (We may, for example, be in a multi-user
environment and want to ensure that each user has a disk in their allotted subcube.) For a given
n andm, the minimum number of disks necessary is the same as the minimum number of faulty
processors needed to guarantee that everym-cube is faulty. A solution to this resource distribution
problem, however, requires not only the number needed, but also a construction of a minimum set
of nodes ofQn that has a node in common with eachm-dimensional subcube.

In order to facilitate our discussion we need to introduce some notation. LetQn denote a
labeledn-dimensional binary cube, where the nodes ofQn are all then-bit strings and two nodes
are adjacent if and only if their corresponding strings differ in exactly one position. DefineS(n,m)
as the collection of all sets of nodes ofQn whose removal leaves noQm, and letκ(n,m) be the
minimum size of a set inS(n,m). Analogously,T (n,m) denotes the collection of all sets of edges
of Qn whose removal fromQn leaves noQm andλ(n,m) is the minimum size of a set inT (n,m).
When the context is clear, the informal term “fault set” willbe used to mean a set inS(n,m) or a
set inT (n,m). Figure 1 illustrates minimum node and edge fault sets forn = 4 andm = 2.

There are many alternative methods of fault tolerance not measured by theκ andλ functions.
Two basic graph-theoretic approaches are to provide additional edges and/or nodes, or to weaken
the notion of a subcube. In the former, hardware is added so that the system still has aQn as a
subsystem after a fault occurs [8, 33, 36]. This approach must be taken at the time of hardware
design, and can tolerate relatively few faults without inordinate expense. In the latter approach,
the notion of edge is weakened to allow paths of length greater than one in order to route around
faults. This implementation is via software, perhaps together with hardware modifications to permit
use of links to and from faulty processors. Generally, many more faults can be tolerated with
this approach and it is frequently possible to provide a reconfigured subcube of the desired size in
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5 faulty nodes destroying every 2-cube

8 faulty edges destroying every 2-cube

Figure 1: Minimum fault sets forn = 4, m = 2

the presence of several faults [14]. This solution suffers aperformance penalty, however, because
each communication step in a reconfigured subcube takes longer than a communication step in
the original hypercube. Neither of these approaches has yetbeen implemented in any commercial
hypercube, and we will not pursue these methods here.

The fault tolerance approach we analyze assumes no hardwaremodification, incurs no commu-
nication penalties, and it can be easily utilized on all current commercial hypercubes. Further, the
κ andλ functions are of interest for a variety of reasons beyond simple fault tolerance. This will be
shown below, where ties are exhibited between these functions and problems in resource allocation,
exhaustive testing, andk-independent sets.
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1.1 Prior Work

A family F of sets isk-independentif for every pair of disjoint subsetsS1 andS2 of F such that
|S1| + |S2| = k there is at least one element common to all the sets inS1 but which is in none of
the sets inS2. In Section 2 we show the direct relationship betweenk-independent sets andκ. The
earliest published work relevant to evaluatingκ andλ is apparently that of Schönheim [34], and
Brace and Daykin [6], who determined the maximum size of a 2-independent family, and Kleitman
and Spencer [26], who considered the general problem of determining the maximum size of families
of k-independent sets. Kleitman and Spencer used a probabilistic argument to establish a lower
bound for the maximum size of a family ofk-independent subsets of a set, proved an upper bound
for this maximum, and determined the maximum size of 2-independent sets by constructive means.
These results yield the value ofκ(n, n−2) and bounds forκ(n, n−k). Chandra, Kou, Markowsky,
and Zaks [7] studied the problem of finding the minimum numberof booleann-vectors such that
everyk-projection of them yields all possiblek-vectors. In our notation this isκ(n, n − k). They
determinedκ(n, n − 2), gave a construction for sets inS(n, n − 3) of non-optimal size, and used
essentially the same probabilistic argument as in [26] to obtain an upper bound forκ(n, n − k).
Becker and Simon [3], apparently unaware of the work in [7], repeated many of these results forκ,
and used the same methods to establish bounds onλ. They also gave a construction, based on the
work of Friedman [12], which yields an upper bound forκ(n, n − k) that has the correct growth
behavior for fixedn − k. In [27], Levitin and Karpovsky considered the problem of exhaustive
testing of combinational devices withn inputs, where each output is a boolean function of at most
k binary input variables. They used MDS codes to construct sets inS(n,m), although the sets were
not of optimal size.

Several persons have worked on a problem complementary to determiningκ(n,m). Some time
ago, Erdös asked for the maximum size of any set of nodes ofQn for which the induced subgraph
contains no 4-cycle. Johnson and Entringer [24] found this maximum size and characterized the
extremal graphs for this case. Letf(n,m) denote the maximum size of any set of nodes ofQn

for which the induced subgraph contains noQm, andg(n,m) denote the corresponding number
for edges. Notice thatf(n,m) = 2n − κ(n,m) and g(n,m) = n2n−1 − λ(n,m). Thus, the
Johnson and Entringer result determinesκ(n, 2). In [20, 21, 23], Johnson has consideredf(n,m)
and obtained bounds for the casesm = 3, 4, 5, and in [22] has evaluatedg(5, 2). Responding to
a related question of Erdös [9] (see Section 3.4), F. Chung (personal communication, July 1988)
established an upper bound forg(n, 2), thus providing a lower bound forλ(n, 2).

1.2 Organization

The following sections contain our new results onκ andλ as well as an extensive survey of related
work. In view of the fault-tolerance applications on the onehand, and the exhaustive testing and
resource distribution applications on the other, we address both the problem of determining the
values ofκ andλ and the problem of the construction of small fault sets. In Section 2 we derive
several bounds forκ. We establish new bounds for the maximum size of 3-independent families
by using the non-constructive methods of Erdös, Frankl, and Füredi [10]. These bounds yield an
improved upper bound forκ(n, n − 3).

We also give a construction for small sets inS(n, n−3) which yields a new recursive inequality
for κ(n, n−3), producing the best known upper bounds for it withn of any practical size. We make
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use of the results obtained by Kleitman and Spencer [26] fork-independent subsets to establish a
new lower bound forκ(n,m).

Many of the techniques of Section 2 are easily modified to givecorresponding results forλ.
These results are described in Section 3 and include an improved upper bound forλ(n,m) for m
small relative ton, a new lower bound forλ(n,m) that is the best known forn large, and a new
lower bound forλ(n,m) that is the best whenm is small. Here, as in Section 2, all but one of the
bounds are established by constructive methods.

The asymptotic behavior ofκ(n,m) andλ(n,m), discussed in Section 4, is not well understood
for generaln and m. However, the new bounds we establish in Sections 2 and 3 do give new
information for the cases whenm is small relative ton and whenn − m is small. In Section 5, we
use a combination of the results of earlier sections together with computer programs to construct
optimal or near optimal fault sets, thereby determining exact values or tight bounds forκ(n,m),
for 0 ≤ m ≤ n ≤ 10, andλ(n,m), for 1 ≤ m ≤ n ≤ 7. In Section 6 we describe techniques
for constructing fault sets whenn is large. Section 7 contains a discussion of various relatedopen
problems and some generalizations.

Because of the large number of results and techniques in Sections 2 and 3, the reader may prefer
to initially skim these sections, proceeding to Sections 4,5, and 6. These latter sections help to
put the various inequalities into perspective. The reader may then return to the initial sections for a
more careful reading.

Throughout,lg denoteslog2 andln denotesloge.

2 The Values of κ

The theorems in this section are organized according to the methods employed in their proofs.
Theorems 1 and 2 are proved by quite elementary means. A labeling technique is used to prove
Theorem 3, whereas Theorem 4 is proved by the use of level sets, yielding a good upper bound
for κ(n,m) for fixed m. The results in Theorems 8 through 11 rely on the connection between
κ and independent sets mentioned in Section 1. A partitioningtechnique which can be viewed as
an extension of the 2-independent set construction yields arecursive inequality forκ(n, n − 3).
The final theorem of this section uses a construction somewhat related to the partitioning method
to establish a second recursive upper bound forκ(n, n − 3). Whenever we establish a recursive
inequality, the proof shows how to combine minimum fault sets for the larger side to get a fault set
for the smaller side satisfying the inequality.

For a nodeq in Qn, theweight of qwill denote the number of 1s in its string. Extending our
notation ofn-bit strings for nodes, we will denote the subcubes ofQn by strings from{0, 1, ∗}n,
where the number of *s in the string is the dimension of the subcube.

2.1 Elementary Bounds

The theorems in this section are proved by quite elementary and constructive means.

Theorem 1 For n ≥ 1,

(i) κ(n, n) = 1

(ii ) κ(n, n − 1) = 2
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(iii ) κ(n, 0) = 2n

(iv) κ(n, 1) = 2n−1

Proof. Parts (i) and (iii) follow directly from the definition of κ(n,m).
For (ii), note that at least one node must be removed from eachof two disjoint copies ofQn−1

in Qn. Moreover, if we remove any pair of antipodal nodes ofQn, the remaining graph contains no
Qn−1. Thus (ii) holds.

For (iv), letQ′ andQ′′ denote two disjoint copies ofQn−1 in Qn, and consider those edges with
one node inQ′ and the other inQ′′. Since at least one node of each of these edges must be removed
in order to remove all theQ1’s from Qn, we must haveκ(n,m) ≥ 2n−1. On the other hand, if we
remove fromQn all nodes of even weight then noQ1 can remain since every edge contains exactly
one node of even weight. Part (iv) now follows.2

In the next theorem we give recursive upper and lower bounds for κ(n,m).

Theorem 2 For n,m ≥ 1,

(i) κ(n,m) ≤ κ(n − 1,m − 1) + κ(n − 1,m).

(ii ) κ(n,m) ≥ max{2κ(n − 1,m), κ(n − 1,m − 1)}.

Proof. LetQ′ andQ′′ be two node-disjoint copies ofQn−1 in Qn.
For (i), letS1 ⊆ Q′, S2 ⊆ Q′′ be sets of sizeκ(n− 1,m− 1), κ(n− 1,m) in S(n− 1,m− 1),

S(n − 1,m). ClearlyS1 ∪ S2 is in S(n,m). For (ii), note that at leastκ(n − 1,m) nodes must be
removed from each ofQ′ andQ′′ so that noQm remains in either(n − 1)-cube. Thusκ(n,m) ≥
2κ(n − 1,m). To prove the second of the implied inequalities in (ii), letS be a set inS(n,m) of
sizeκ(n,m) and letS′, S′′ be the nodes ofS in Q′, Q′′. Denote byT ′ the set of nodes ofQ′ that are
adjacent to the nodes ofS′′. If Q′ contains an(m − 1)-cubeA′ that is disjoint fromS′ ∪ T ′, then
Q′′ contains a corresponding(m− 1)-cubeA′′ which combines withA′ to form anm-cube disjoint
from S. Since this contradicts the choice ofS, we may conclude thatS′ ∪ T ′ must contain at least
κ(n − 1,m − 1) nodes and, therefore,κ(n,m) ≥ κ(n − 1,m − 1). 2

Table 1 shows that sometimes the first term on the right hand side of the inequality in Theorem
2 (ii ) is the largest (for example, atn = 7 andm = 2) and sometimes the second term is the largest
(for example, atn = 6 andm = 4). Part (ii ) of Theorem 2 shows thatκ(n,m) is strictly increasing
in n. Further, given any fault setS in S(n,m), removal of any single node ofS gives a fault setS′

in S(n,m + 1), since any(m + 1)-cube consists of two disjointm-cubes, at least one of which is
still faulty in S′. Thereforeκ(n,m) is strictly decreasing inm.

The next theorem generalizes part (i) of Theorem 2. Considerthe(n−1)-dimensional subcubes
A = 0∗ . . . ∗ andB = 1∗ . . . ∗ of Qn. We may visualizeQn as a 1-cube with “supernodes”A andB,
where we labelA with 0 andB with 1. LetS1 be a subset ofA whose removal fromA leaves nom-
cubes, andS2 a subset ofB whose removal fromB leaves no(m− 1)-cubes. Part (i) of Theorem 2
was proved by observing thatS1∪S2 is inS(n,m). As a first step in generalizing this idea, visualize
Qn as a 2-cube with supernodesA00, A01, A10, andA11, whereAij = ij∗ . . . ∗ is an(n − 2)-cube
of Qn for i, j ∈ {0, 1}. Assign labellij to supernodeAij as follows: l00 = l11 = 0, l10 = 1, and
l01 = 2. Next, for eachi, j ∈ {0, 1}, choose a minimum setSij of nodes ofAij whose removal
from Aij leaves no(m − lij)-cube. We see that∪i,j∈{0,1}Sij is in S(n,m) and so

κ(n,m) ≤ 2κ(n − 2,m) + κ(n − 2,m − 1) + κ(n − 2,m − 2). (1)
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A labeling of a 1-cube
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1 2

Recursive application
of 1-cube labeling

0 1

2 0

An optimal labeling
of the 2-cube

Figure 2: Labelings of small hypercubes

This result is not a consequence of iterating the inequalityin part (i) of Theorem 2, for one iteration
yields

κ(n,m) ≤ κ(n − 2,m) + 2κ(n − 2,m − 1) + κ(n − 2,m − 2) (2)

which is weaker than inequality (1). Figure 2.1 illustratesthis labeling.

Theorem 3 Let r be a non-negative integer. Label the nodes ofQr with integers in the interval[0,r ]
such that for every j in0 . . . r each j-cube ofQr has a node with label at least as large asj. If l(q)
is the label of node q inQr then

κ(n,m) ≤
∑

q∈Qr

κ(n − r,m − l(q)) (3)

for n ≥ m ≥ r.

Proof. For each nodea = a1a2 . . . ar in Qr, let Qn(a) be the(n − r)-dimensional subcube ofQn

given bya1 . . . ar∗ . . . ∗. Let S(a) be a set ofκ(n − r,m − l(a)) nodes ofQn(a) whose removal
from Qn(a) leaves no(m − l(a))-cube. We claim that the removal of the set

S =
⋃

a∈Qr

S(a)
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from Qn leaves nom-cube. For, supposeT is an m-cube ofQn, sayT = w1 . . . wn, where
wi(j) = ∗ for 1 ≤ i(1) < . . . < i(m) ≤ n. Let t = max{ j | i(j) ≤ r} and consider thet-

dimensional subcubeT ′ of Qr given byT ′ = w1 . . . wr. (Conceptually,T can be thought of as a
product of at-dimensional subcube ofQr and an(m − t)-dimensional subcube ofQn−r.) By our
assumption on the labeling ofQr, there is some nodev ∈ T ′ whose labell(v) is at leastt. Thus,
the(n − r)-dimensional cubeQn(v) has no(m − l(v))-dimensional subcube after the removal of
S(v). SinceT ∩ Qn(v) = v1 . . . vrwr+1 . . . wr has dimensionm − t, which is at leastm − l(v),
this subcube must contain at least one element ofS. 2

In the theorem just proved, if we taker = 1 and choose the labels0 and1, then inequality (3)
reduces to the statement in part (i) of Theorem 2. An iteration of this inequality corresponds to se-
lecting the labels0, 1 (from 0) and1, 2 (from 1) for Q2 which yields inequality (2). However, with
r = 2 and labels0, 1, 1, 2 assigned to the appropriate nodes ofQ2, we obtain the stronger inequal-
ity (1). For each value ofr, it is clear that there is a labeling ofQr which gives an inequality for
κ(n,m) which is stronger than that supplied by using a labeling obtained by iteration corresponding
to a smaller value ofr.

The results expressed in Theorem 3 are most useful in the construction of near optimum sets
in S(n,m) based on good constructions for near optimum sets inS(n,m − j) for 0 ≤ j ≤ r
for somer ≤ m. In applying Theorem 3, the actual choice ofr will be determined by what is
known about the optimum or near optimum sets inS(n,m − j) for 0 ≤ j < m. In addition,
since determining optimum labelings forQr for larger is a challenging combinatorial problem in
itself, usually only near optimum labelings would be available. Consider, for example, the following
construction. For eachj in 0, . . . ,r, pick a setSj of κ(r, j) nodes ofQr that contains0 · · · 0 and
whose removal fromQr leaves noj-cube. Define a labelingh as follows: forq a node ofQr, let
h(q) = max{k | q ∈ Sk}. Clearly, for each collection of setsS1, S2, . . . , Sr, the resulting labeling
h satisfies the requirements set forth in Theorem 3, but to obtain near optimum labelings by this
method, one would want to choose the sets so thatSi overlapsSj, for j < i, as much as possible.
Whatever the selection,0 · · · 0 will have labelr, and those nodes with label 0 will not be inS1. In
the worst case, we would construct by this method a setR in S(n,m), where

|R| ≤ κ(r, r)κ(n − r,m − r) + [κ(r, 0) − κ(r, 1)]κ(n − r,m) +
r−1
∑

j=1

[κ(r, j) − 1]κ(n − r,m− j).

2.2 Level Sets

Our next upper bound onκ is established by the simple device of removing all nodes at given
distances from the origin0 · · · 0 of Qn. An example of such a fault set appears in Figure 1.

Theorem 4 If n,m ≥ 1 anda is any integer, then

κ(n,m) ≤
∑

k≡a mod m+1

(

n

k

)

.

Further, this sum is minimized whena = ⌊(n − m − 1)/2⌋.
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Proof. The nodes ofQn can be partitioned intolevels, where leveli consists of all nodes of weighti,
0 ≤ w ≤ n. Any m-dimensional subcube ofQn must include nodes fromm+1 consecutive levels.
Consequently, if all the nodes are removed from at least one level in every set ofm + 1 consecutive
levels, then noQm will remain. This can be accomplished by removing all nodes whose weights are
in a fixed congruence classa modulom + 1. Furthermore, we can minimize the number of nodes
removed in this way by judicious choice ofa. The level size is monotone decreasing away from the
center level (or levels, forn odd). Selectinga = ⌊(n − 1 − m)/2⌋ results in the removal of levels
as far from the center level(s) as possible. A straightforward term-by-term comparison shows the
optimality of this value ofa. 2

While many authors [3, 7, 20, 21, 22, 24] utilize the approachof the theorem just proved, most
choose to express their result in the following simpler but weaker form.

Corollary 4.1 For n ≥ m ≥ 1,

κ(n,m) ≤ 2n

m + 1
.

Proof. The desired result follows from the identity

m
∑

a=0

∑

k≡a mod m+1

(

n

k

)

= 2n. 2

The bound given by Theorem 4 in the casek = 2 is sharp according to the results of Johnson
and Entringer [24], who used constructive methods to determinef(n, 2), the complement ofκ(n, 2).
We state their result in terms ofκ.

Theorem 5 ([24]) For n ≥ 2,
κ(n, 2) = ⌊2n/3⌋. 2

Before further discussion concerning the use of level sets,let us simplify notation by letting
C(n,m, a) =

∑

k≡amod m+1

(n
k

)

, and settingC∗(n,m) = min{C(n,m, a) : 0 ≤ a ≤ m}. In [21,
28] it was noted that, for fixedm, C∗(n,m) satisfies a recursive equation, and this was later solved
for m = 3, 4, 5 in [20, 21, 23]. These results yield upper bounds forκ(n,m) for m = 3, 4, 5 which
are improvements over those provided by Corollary 4.1. We summarize these in the following.

Theorem 6 ([20, 21, 23]) For n,m ≥ 1,

(i) κ(n, 3) ≤ 2n/4 − 2⌊n/2⌋/2.

(ii )

κ(n, 4) ≤
{

2n/5 − (2/5)Ln n odd
2n/5 − (1/5)Ln+1 n even

whereLn, thenth Lucas number, is[(1 +
√

5)n + (1 −
√

5)n]/2n.

(iii )

κ(n, 5) ≤
{

2n/6 − 3⌊n/2⌋/2 + 1/6 n odd
2n/6 − 3⌊n/2⌋/3 + 1/3 n even

. 2
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Johnson [21] suggested that the boundC∗(n,m) given by Theorem 4 may be sharp, and for-
mally conjectured equality in the casem = 4. However, for any fixedm > 2, equality between
κ(n,m) and C∗(n,m) cannot hold for alln ≥ m. For m = 3 this follows from the fact that
κ(7, 3) = 24, from Table 1, Section 5, whereasC∗(7, 3) = 28. For m > 3, we see that equality
fails betweenκ(m + 2,m), whose value is given by Theorem 9, andC∗(m + 2,m), whose value is
m + 3.

For fixedm and largen, C∗(n,m) is the best upper bound known forκ(n,m), but it may still
be far from optimal, for, as we shall see in Section 4, there isa large gap betweenC∗(n,m) and the
known lower bounds in these cases.

2.3 Independent Sets

We now turn to the theory of independent sets to help us in our study of κ. A family F of sets is
k-independentif for every pair of disjoint subsetsS1 andS2 of F such that|S1|+ |S2| = k, there is
at least one element common to all the sets inS1 which is in none of the sets inS2. The following
lemma shows the close relationship betweenk-independent sets and sets inS(n, n − k). To state
it, we first need some additional notation. LetF(r, k) denote allk-independent sets of subsets of
{1, . . . , r}. For any setT of i elements, by theorderingsof T we mean the set ofi! i-tuples which,

when viewed as unordered sets, are equal toT . Let F̂(r, k) denote the set of all orderings of all

elements ofF(r, k), and letŜ(n, n−k) denote the set of all orderings of all elements ofS(n, n−k).

Lemma 7 Given positive integersk, r, n, there is a natural bijection between then-tuples ofF̂(r, k)

and ther-tuples ofŜ(n, n − k).

Proof. LetF = (F1, . . . , Fn) be ann-tuple of F̂(r, k). F can be used to construct anr-tuple in

Ŝ(n, n − k) as follows. LetM = (mij) be ther × n matrix defined by

mij =

{

1 if i ∈ Fj

0 otherwise
.

Then, for each1 ≤ j ≤ n, thejth column ofM represents the characteristic function of the setFj .
Moreover, for each1 ≤ i ≤ r, theith row ofM can be associated with the elementi of {1, . . . , r},
and also represents a node ofQn, where thejth entry of the row is thejth bit of the node’s label.
We denote bySM the r-tuple of nodes represented by the rows ofM , and claim thatSM is in

Ŝ(n, n − k). To see why this is the case, letA = a1a2 . . . an be an(n − k)-cube inQn and define
S1 = {Fi : ai = 1} andS2 = {Fi : ai = 0}. SinceA is an(n − k)-cube,|S1| + |S2| = k, and
sinceF is k-independent there is at least one element, sayx, that is in each set inS1 and is in none
of the sets inS2. Thus the node represented by rowx is in bothA andSM , proving thatSM is in

Ŝ(n, n − k).

It is clear that the above mapping fromn-tuples ofF̂(r, k) to r-tuples ofŜ(n, n − k) is 1-1.

To see that it is onto, letS be anr-tuple in Ŝ(n, n − k). Create ther × n matrix M by setting
mij equal to thejth bit of theith element ofS, and construct ann-tupleF = (F1, F2, . . . , Fn) of
subsets of{1, . . . , r} by interpreting thejth column ofM as the characteristic function of the set
Fj . We claim thatF is k-independent. To prove this, supposeS1 andS2 are disjoint subsets ofF ,
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where|S1| + |S2| = k, andJ1, J2 are their index sets defined byJp = {i : Fi ∈ Sp} for p = 1, 2.
Let B = b1b2 . . . bn be the(n − k)-dimensional subcube described by

bi =











1 if i ∈ J1

0 if i ∈ J2

* otherwise
.

SinceS is in Ŝ(n, n − k), B must contain at least one element, say theyth element, ofS. This
means thaty ∈ Fi for eachi ∈ J1 andy 6∈ Fi for i ∈ J2, which allows us to conclude thatF is
k-independent.2

The correspondence established in the lemma, used in [3] and[7], gives the following result.

Theorem 8 ([3, 7]) LetF (r, k) denote the maximum size of a k-independent family of subsetsof a
set of r elements. Then

κ(n,m) = min{r | F (r, n − m) ≥ n}. 2

Schönheim [34], Brace and Daykin [6], and Kleitman and Spencer [26] determined the maxi-

mum size of a family of 2-independent sets. Kleitman and Spencer proved thatF (r, 2) =
( r−1
⌊r/2⌋−1

)

,

observing that this maximum is attained by taking all subsets of size⌊r/2⌋ that contain a fixed
element ofX. Using this result and the above theorem, one immediately obtains the following.

Theorem 9 κ(n, n − 2) is the minimum positive integer r such that
( r−1
⌊r/2⌋−1

)

≥ n. 2

Chandra et al. [7] rediscovered this result and the following corollary, as did Becker and Si-
mon [3].

Corollary 9.1 ([3, 7]) κ(n, n− 2) = lg n + 1
2 lg lg n + O(1), where theO(1) term is non-negative.

2

Kleitman and Spencer also obtained bounds forF (r, k). They proved an upper bound for
F (r, k) for k ≥ 3 ([26] , inequality (17)), from which we deduce the followingmore convenient but
slightly weaker form

F (r, k) ≤ 1

2

{

(k − 2)!2

(

r

p

)

/

(

x

p

)}1/(k−2)

+ (k − 3), (4)

wherex = ⌊r/2k−2⌋ + 1 andp = ⌊x/2⌋ + 1. When we combine this result with Theorem 8, we
obtain the following.

Theorem 10 For n ≥ k ≥ 3,

κ(n, n − k) ≥ k − 2

H(1/2k−1) − 1/2k−2
lg(n − k + 3) − k lg k − 2 lg lg n,

whereH(x) = −[x lg x + (1 − x) lg(1 − x)]. 2

10



At present, the lower bound just obtained is the best known for κ(n, n− k) for k fixed and large
n, k. Rewriting it in the following slightly weaker form,

κ(n, n − k) ≥ 2k−1
(

k − 2

k − 3
+ lg e

)

lg(n − k + 3) − k lg k − 2 lg lg n, (5)

it is easy to compare the improvement gained over the bound from [3]

κ(n, n − k) ≥ 2k−2[lg(n − k + 2) + 0.125 lg lg(n − k + 2)],

which is the result of applying Theorems 2 and 9.
Now, in the other direction, Kleitman and Spencer [26] used anon-constructive probabilistic

argument to prove that

F (r, k) ≥ (1/2)(k!)1/k(2k/(2k − 1))r/k. (6)

When this inequality is combined with Theorem 8, it is straightforward to show that

κ(n, n − k) ≤ − k

lg(1 − 2−k)
lg n. (7)

This inequality, first established in [7] and later in [3], provides the best known upper bound for
fixedk and largen, k. It will be discussed further in Section 4.

Using the non-constructive methods of Erdös, Frankl, and Füredi [10], we next derive a new
upper bound forκ(n, n−3) that, forn large, is superior to any other known bounds. The best upper
bound known previously, given by inequality (7) withk = 3, is κ(n, n − 3) ≤ 15.571 lg n.

Theorem 11 For n sufficiently large,κ(n, n − 3) < 7.57 lg n.

Proof. Letr be an even positive integer and letX be a set ofr elements. We will prove that there is a
3-independent family of subsets ofX that contains at least(1.0959)r elements whenr is sufficiently
large. From this we will be able to conclude thatκ(n, n − 3) < lg n/ lg 1.0959 for n sufficiently
large, which will complete the proof of the theorem.

Let X ′ be the set of all subsets ofX of sizer/2, and letp be a real number,0 < p < 1, whose
value will be determined later. Denote byS a random collection of subsets obtained by choosing
independently and with probabilityp each of the subsets inX ′. UsingS, we form a 3-independent
family by successively deleting any setA from S for which there are setsB andC in S that satisfy
either:

(1) A ⊆ B ∪ C, or
(2) B ∩ C ⊆ A.

For a fixedA ∈ X ′, let b1(A, r) denote the number of pairs(B,C) ∈ X ′ × X ′ for which (1)
holds and letb2(A, r) be defined analogously for (2). Settingb(r) =

∑

A∈X′ [b1(A, r) + b2(A, r)],

we see that the expected number of members deleted fromS is at mostp3
( r
r/2

)

b(r). By choosing

p = (2b(r))1/2, the existence of a 3-independent set with at least(1/2)(2b(r))−1/2
( r
r/2

)

members

can be guaranteed.
We need an upper bound forb(r), but it will suffice to determine an upper bound forb1(A, r)

becauseb1(A, r) = b2(X
′ − A, r) for A ∈ X ′ andb(r) = 2

∑

A∈X′ b1(A, r). To this end, suppose

11



A is a given set inX ′. The pairs(B,C) ∈ X ′ × X ′ for which condition (1) holds can be put
in one-to-one correspondence with the four-tuples of sets(U1, U2, V1, V2) which satisfy the set of
restrictions:

R : V1 ⊆ U1 ⊆ A,
U2, V2 ⊆ X − A,
|U1| + |U2| = r/2,
|V1| + |V2| = |U1|.

To illustrate the intended correspondence, if we are given the pair(B,C) for which condition (1)
holds, takeU1 = A∩B,U2 = B−A,V1 = U1∩C, andV2 = C−A. It is straightforward to check
that(U1, U2, V1, V2) does satisfy each condition ofR. Conversely, if the four-tuple(U1, U2, V1, V2)
satisfies all of the conditions listed inR, then withB = U1 ∪ U2 andC = V1 ∪ (A − U1) ∪ V2,
the pair(B,C) satisfies condition (1). It follows thatb1(A, r) is the number of such four-tuples
satisfying the conditions inR. Hence,

b1(A, r) =
∑

0≤x≤r/2

(

r/2

x

)(

r/2

r/2 − x

)

∑

0≤y≤x

(

x

y

)(

r/2

x − y

)

.

Since the ratio of consecutive terms in the sum forb1(A, r) is monotone decreasing, the maxi-
mum term occurs where this ratio is approximately 1, namely for x ∼ 0.309r. Using Stirling’s

approximation,n! ∼ (n/e)n(2πn)1/2, we find thatb(r) < (3.3302)r and so(2b(r))−1/2
( r
r/2

)

>

2(1.0959)r for r sufficiently large.2

2.4 Partitions

We now introduce another technique for obtaining upper bounds forκ(n,m). While the results of
this section are asymptotically weaker than those of the previous section, they provide good recur-
sive constructions for small values ofn which are not available from the probabilistic arguments
employed.

Consider a collectionP1, P2 . . . , Pr of partitions of{1, 2, . . . , n} with the following property.

PropertyP(n, k): for every pair of disjoint subsetsU andV of {1, 2, . . . , n} for which
|U ∪V | = k, there is some partitionPi such that no cell ofPi contains both an element
of U and an element ofV .

A collection of r partitions satisfying propertyP(n, k) can be used to construct ak-independent
family of sizen as well as a set inS(n, n − k). In view of the correspondence described at the
beginning of Section 2.3 betweenk-independent sets and sets inS(n,m), it suffices to show how a
collection of partitions satisfying propertyP(n, k) can be used to construct a set inS(n, n − k).

Let P be a partition of{1, 2, . . . , n} with non-empty cellsA1, A2, . . . , Ap, and for eachi,
1 ≤ i ≤ n, let φ(i) be the unique integerj for which i ∈ Aj . Further, ifJ ⊆ {1, 2, . . . , n}, let
φ(J) = {φ(i) : i ∈ J}. We will useP , and thereforeφ, to construct a functionτ from {0, 1}p to
{0, 1}n as follows:

τ(a1, a2, . . . , ap) = (aφ(1), aφ(2), . . . , aφ(n)).

12



That is, for each subsetW of {1, 2, . . . , p}, τ maps the characteristic function ofW to the char-
acteristic function of∪i∈W Ai as a subset of{1, 2, . . . , n}. Now, supposeP1, P2, . . . , Pr is a col-
lection of partitions of{1, 2, . . . , n} satisfying propertyP(n, k), wherePi hasci non-empty cells
Ai1, Ai2, . . . , Aici

. Further, letτi andφi be the functions obtained fromPi as described above. For
eachi, 1 ≤ i ≤ r, choose a minimum size setSi ∈ S(ci, ci − k) and letXi = {τi(s) : s ∈ Si}.
Since we can always choose a minimum set inS(n,m) that contains(0, . . . , 0), we will do so, and
then modify eachXi for i > 1 by removing then-tuple (0, . . . , 0). We claim that the resulting set
X = ∪r

i=1Xi is in S(n, n − k). To prove this, supposeU = u1u2 . . . un is a subcube ofQn of
dimensionn − k, and letJ1 andJ2 be the index sets determined by

ui =











1 if i ∈ J1

0 if i ∈ J2

* otherwise

We want to show that there is some element ofX that is inU . Since propertyP(n, k) is satisfied
by the collectionP1, P2 . . . , Pr, at least one of these partitions, sayPu, is such that none of its
cells contains both an element ofJ1 and an element ofJ2. Thus, we can define the subcubeV =
v1v2 . . . vcu

of Qcu
by

vi =











1 if i ∈ φu(J1)
0 if i ∈ φu(J2)
* otherwise

and conclude thatV is of dimensioncu − k. Furthermore, sinceSu ∈ S(cu, cu − k), there is an
elementx = x1x2 . . . xcu

∈ (V ∩Su), which shows thatτu(x) ∈ (X ∩U). We formalize this result
in terms ofκ in the following.

Theorem 12 Let n ≥ k ≥ 1. SupposeP1, P2, . . . , Pr is a collection of partitions of{1, 2, . . . , n}
satisfying propertyP(n, k), wherePi hasci non-empty cells for1 ≤ i ≤ r. Then

κ(n, n − k) ≤
r
∑

i=1

κ(ci, ci − k) − r + 1. 2

This inequality is very useful when a small collection of partitions satisfying propertyP(n, k)
can be found, as illustrated in the following fork = 3.

Corollary 12.1 For all integerss andt such thatst ≥ n ≥ s ≥ t ≥ 3,

κ(n, n − 3) ≤ 2κ(s, s − 3) + κ(t, t − 3) − 2.

Proof. Choose the integerss andt in the given range. LetP1 denote the partition of{1, 2, . . . , n}
with cells

A1j = {m : 1 ≤ m ≤ n, m ≡ j mod s},
for 0 ≤ j ≤ s − 1; let P2 denote the partition with cells

A2j = {m : 1 ≤ m ≤ n, ⌊m

s
⌋ = j},

13



for 0 ≤ j ≤ t; and letP3 denote the partition with cells

A3j = {m : 1 ≤ m ≤ n, ⌊m

s
⌋ + m ≡ j mod s},

for 0 ≤ j ≤ s − 1. It is relatively easy to check that this collection of partitions P1, P2, P3 does
indeed have propertyP (n, 3). 2

Although Corollary 12.1 gives an upper bound forκ(n, n−3) which isO((lg n)lg 3), its results,
when combined with Theorem 13 and the exact values ofκ in Table 1, actually give a better upper
bound than that provided by Theorem 11 forn ≤ 1600.

Friedman [12] showed how to construct, for any fixedk andn, a collection ofO(lg n) partitions
of {1, 2, . . . , n} such that for any subsetT of {1, 2, . . . , n} of sizek, there is a partition in which
each of its cells contain at most one element ofT . Becker and Simon [3] used Friedman’s result to
construct sets inS(n, n−k) of size at mostlg n(k4/ lg k)22k lg k+3k. While this construction yields
sets of the right order of magnitude, namelyO(lg n), for smallk they are impractically large. For
example, ifk = 3 andn = 40, they are of size220 lg 40, whereas the above corollary withs = 9
andt = 5 yields a set of size 32.

The next theorem contains an upper bound forκ(n, n − 3) which is also established by con-
structive means. Although its methods yield sets of sizeO((lg n)2), as pointed out earlier, when it is
combined with Corollary 12.1 and Table 1, it yields superiorbounds forκ(n, n − 3) for n ≤ 1600.
A similar construction was used by Chandra et al. [7] to construct sets inS(n, n − k) of size

O((lg n)k−1), but for specificn andk, their sets are somewhat larger than ours because they could
not utilize the results in Table 1.

Theorem 13 For n ≥ 5,

κ(n, n − 3) ≤ κ(⌈n/2⌉, ⌈n/2⌉ − 3) + κ(⌈n/2⌉, ⌈n/2⌉ − 2) .

Proof. If n is odd then the bound given forκ(n, n − 3) is the same as the one forκ(n + 1, n − 2).
Since part (ii) of Theorem 2 shows thatκ(n, n − 3) ≤ κ(n + 1, n − 2), it suffices to only consider
the case whenn is even.

For arbitrary positive integerm, let x andy be two binarym-bit strings and denote byxy the
2m-bit string formed by the concatenation ofx andy. The complement ofx will be denoted byx′,
that is,x′ is the stringx′

1 . . . x′
m wherex′

i = 0 if xi = 1 andx′
i = 1 otherwise,1 ≤ i ≤ m.

Now, letS1, S2 denote sets inS(n/2, n/2−3),S(n/2, n/2−2), respectively, of minimum size.
Define the setS by

S = {xx | x ∈ S1} ∪ {yy′ | y ∈ S2}.
To complete the proof, we show thatS is in S(n, n − 3).

Supposei, j, andk are integers in{1, . . . , r} anda, b, c,∈ {0, 1}. Let T = T (r ; i, j, k : a, b, c)
denote the(r − 3)-cube ofQr given byu1 . . . ur where ui = a, uj = b, uk = c, and uh = ∗ for
all h 6= i, j, k, 1 ≤ h ≤ r. Analogously, we denote byW (r ; i, j : a, b) the (r − 2)-cube ofQr

given byu1 . . . ur whereui = a, uj = b anduh = ∗ for all h 6= i, j, k, 1 ≤ h ≤ r.
Let T be an(n− 3)-cube ofQn, sayT = T (n ; i, j, k : a, b, c), where we may suppose, without

loss of generality, thati < j < k. We divide the proof into cases and show, in each case, thatT
contains an element ofS. The details of the proof in the case where bothi ≤ n/2 andn/2 < j are
omitted since they are handled almost identically to those listed below.
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• k ≤ n/2 or n/2 < i. If k ≤ n/2, thenT (n/2 ; i, j, k : a, b, c)∩S1 6= φ, whereas, ifn/2 < i,
thenT (n/2 ; i − n/2, j − n/2, k − n/2 : a, b, c) ∩ S1 6= φ. In either case, ifx is an element
of this intersection, thenxx ∈ T ∩ S.

• j ≤ n/2, n/2 < k, andk − n/2 6= i, j. SinceT (n/2 ; i, j, k − n/2 : a, b, c) ∩ S1 6= φ, it
follows, as in the previous case, thatT ∩ S 6= φ.

• j ≤ n/2, k − n/2 = i, andc = a or if j ≤ n/2, k − n/2 = j, andc = b. Choose an integer
k1 in 1 . . . n/2 other thani, j. SinceT (n/2 ; i, j, k1 : a, b, 0) ∩ S1 6= φ, we haveT ∩ S 6= φ.

• j ≤ n/2, k − n/2 = i, and c 6= a or if j ≤ n/2, k − n/2 = j, and c 6= b. Since
W (n/2 ; i, j : a, b) ∩ S2 6= φ, if y is an element of this intersection, thenyy′ ∈ T ∩ S. 2

The proof of the above theorem can be extended to show that forall n ≥ 2h ≥ 2,

κ(n, n − h) ≤ κ(⌈n
2 ⌉, ⌈n

2 ⌉ − h) +
h−2
∑

i=2

κ(⌈n
2 ⌉, ⌈n

2 ⌉ − h + i)(κ(⌈n
2 ⌉, ⌈n

2 ⌉ − i) − 1).

A slightly weaker result appears in [7], where the factorκ(⌈n
2 ⌉, ⌈n

2 ⌉ − i) − 1 in the above
summation is replaced byκ(⌈n

2 ⌉, ⌈n
2 ⌉ − i).

3 The Values of λ

Turning to the corresponding questions involving edge faults instead of node faults, we find that
many of the results and proof techniques forκ have their analogs forλ. Once again, proofs of
recursive bounds show how to construct small fault sets. By aslight abuse of notation, we will use
a1 . . . ai∗ai+2 . . . an to denote the edge of the 1-cube as well as the 1-cube itself. When we speak
of removing the edgea1 . . . ai∗ai+2 . . . an from Qn, we remove the edge but not the nodes to which
it is incident.

3.1 Elementary Bounds

Theorem 14 For n ≥ 1,

(i) λ(n, n) = 1

(ii ) λ(n, n − 1) = 3 for n ≥ 3

(iii ) λ(n, 1) = n2n−1.

Proof. Parts (i) and (iii) are immediate. To establish (ii),let Q′ andQ′′ denote two disjoint copies of
an(n − 1)-cube inQn. Clearly, at least one edge must be removed from each ofQ′ andQ′′. More-
over, at least one edge with one endpoint inQ′ and the other inQ′′ must be removed to prevent an
(n−1)-cube made up of corresponding(n−2)-cubes inQ′ andQ′′. Thus,λ(n, n−1) ≥ 3. To real-
ize this bound forn ≥ 3, take the set of edges ofQn given byT = {∗0 . . . 0, 11∗1 . . . 1, 0∗10 . . . 0}.
It is easy to check thatT is in T (n, n − 1). 2

Recursive upper and lower bounds corresponding to Theorem 2are now established forλ.
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Theorem 15 For n ≥ m,

(i) λ(n,m) ≥ max{(n/m)2n−m, ⌈2λ(n − 1,m)n/(n − 1)⌉, κ(n,m)}
(ii )

λ(n,m) ≤ min











2λ(n − 1,m) + κ(n − 1,m − 1),
λ(n − 1,m − 1) + λ(n − 1,m),
(n − m + 1)κ(n,m)

(iii ) If λ(n + 1,m + 1) < n + 1 thenλ(n,m) ≤ λ(n + 1,m + 1).

Proof. For (i), first note that there are
(n
m

)

2n−m copies ofQm in Qn and each edge is contained in
(n−1
m−1

)

of theQm’s. Thusλ(n,m) ≥ (n/m)2n−m.

To show thatλ(n,m) ≥ 2λ(n−1,m)+⌈λ(n,m)/n⌉, from which the second implied inequality
of part (i) follows, letT denote a set of minimum size inT (n,m). There exist at least⌈λ(n,m)/n⌉
parallel edges inT , and without loss of generality, we may suppose these are parallel to∗0 · · · 0. The
desired inequality now follows from the observation that the two node-disjoint cubes of dimension
(n − 1) given by0 ∗ · · · ∗ and1 ∗ · · · ∗ must each contain at leastλ(n − 1,m) edges ofT .

To see thatλ(n,m) ≥ κ(n,m), observe that if T is a set of sizeλ(n,m) in T (n,m) then the
setS = {v | {v,w} ∈ T and weight(v) < weight(w)} is in S(n,m).

In order to show the first of the implied inequalities in (ii),we construct a setT in T (n,m) as
follows. LetQ′, Q′′ be node-disjoint(n − 1)-cubes ofQn. Choose setsT1, T2 each ofλ(n − 1,m)
edges fromQ′, Q′′, respectively, whose removal fromQ′, Q′′ leaves noQm. Further, choose a set
S of κ(n − 1,m − 1) nodes ofQ′ whose removal fromQ′ leaves noQm−1, and letT3 be the set
of edges ofQn with one endpoint inS and the other inQ′′. It is straightforward to verify that
T = T1 ∪ T2 ∪ T3 is in T (n,m). Thus,λ(n,m) ≤ 2λ(n − 1,m) + κ(n − 1,m − 1).

The inequalityλ(n,m) ≤ λ(n− 1,m− 1)+ λ(n− 1,m) can be proved in the same way as the
corresponding inequality forκ in Theorem 2.

To prove the last of the implied inequalities in (ii), choosea set of nodesS of sizeκ(n,m) in
S(n,m) and let

T = {{u, v} | {u, v} is an edge of Qn, u ∈ S, v has the same first m − 1 components as u} .

Since anym-cube ofQn contains at least one node inS, it will contain at least one edge ofT . Thus,
T ∈ T (n,m) and|T | ≤ (n − m + 1)κ(n,m).

For the proof of (iii), suppose for somen thatλ(n + 1,m + 1) < n + 1, and letT be a set of
minimum size inT (n + 1,m + 1). By our assumption onn, there is somej, 1 ≤ j ≤ n + 1, for
which no element ofT has a∗ for its jth component. If we projectT on this component we see that
the resulting set is inT (n,m). 2

In part (i) of Theorem 15, each of the first two terms providinga lower bound forλ(n,m) is
larger than the remaining two terms for certain values ofn andm. Form = 1, n

m2n−m = λ(n,m),
and forn = 7 andm = 4, the term⌈2λ(n − 1,m)n/(n − 1)⌉ gives the best bound. We have
not found an example for which the third term,κ(n,m), exceeds the other two, but neither have
we been able to prove that it is always at most the maximum of the other two. In the inequality
occurring in part (ii) of the above theorem, we find that form = 1, the first and third terms are
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equal toλ(n, 1), whereas forn = 7 andm = 5, the second term is less than the other two. We
have not found an example for which the third term,(n−m+1)κ(n,m), is less than the other two,
nor have we been able to show that it is always at least as largeas the minimum of the other two.
The example8 = λ(4, 2) < λ(3, 1) = 12 shows that, unlike the corresponding inequality forκ, the
conclusion of part (iii) of our theorem does not hold for alln ≥ m. Figure 1 illustratesλ(4, 2).

We state two straightforward consequences of Theorem 15 which were also observed in [3].

Corollary 15.1 For n ≥ 3,

(i) κ(n, n − 2) ≤ λ(n, n − 2) ≤ κ(n − 1, n − 3) + 6

(ii ) λ(n, n − 2) = lg n + 1
2 lg lg n + O(1). 2

The labeling technique used in Theorem 3 has an analog forλ(n,m).

Theorem 16 Let r be a fixed integer,0 ≤ r ≤ m and letr′ = min{r,m − 1}. Label the nodes
of Qr with integers in[ 0, r ] and label some subsetEr of the edges ofQr with integers in[ 0, r′ ] in
such a way that everyl-cube ofQr has either a node or an edge whose label is at leastl, 0 ≤ l ≤ r.
If l(q) is the label of nodeq in Qr and l′(e) is the label of edgee in Er then

λ(n,m) ≤
∑

q∈Qr

λ(n − r,m − l(q)) +
∑

e∈Er

κ(n − r,m − l′(e)).

Proof. We construct a setT of edges ofQn as follows. For eachq = q1 . . . qr ∈ Qr, choose a setTq

of λ(n−r,m− l(q)) edges of the(n−r)-cubeQn(q) = q1 . . . qr ∗ . . . ∗ whose removal fromQn(q)
leaves no(m− l(q))-cube. Further, ife = u1 . . . ui ∗ui+2 . . . ur is an edge inEr, choose a setSe of
κ(n−r,m−l′(e)) nodes of the(n−r)-cubeQn(u1 . . . ui0ui+2 . . . ur) = u1 . . . ui0ui+2 . . . ur∗. . . ∗
whose removal fromQn(u1 . . . ui0ui+2 . . . ur) leaves no cube of dimension(m − l′(e)). Now,
let Te be the set of edges with one endpoint inSe and the other inQn(u1 . . . ui1ui+2 . . . ur) =
u1 . . . ui1ui+2 . . . ur ∗ . . . ∗. It is straightforward to verify that the setT = (∪q∈Qr

Tq)∪ (∪e∈Er
Te)

is in T (n,m). 2

3.2 Level Sets

We now construct sets inT (n,m) by removing edges fromQn whose nodes are at a specified
distance from the origin. The size of the sets constructed bythis technique are, for fixedm and
largen, the smallest yielded by any of the known constructions.

Theorem 17 If n ≥ m ≥ 1 anda is any integer, then

λ(n,m) ≤ (n − m + 1)









∑

k≡a mod m
k<n/2

(

n − 1

k

)

+
∑

k≡a+1 mod m
k>(n+1)/2

(

n − 1

k − 1

)









.

Further, this sum is minimized whena = ⌊(n − m)/2⌋.
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Proof. Consider, as in the proof of Theorem 4, the nodes ofQn partitioned into levels in which all
nodes of weighti comprise leveli, 0 ≤ i ≤ n. Suppose that in every set ofm + 1 consecutive
levels there are two consecutive levels, say leveli andi+1, in the set from which we have removed
each edge that joins a node in leveli to a node in leveli + 1. Clearly, noQm can remain. We can
improve upon this, for if we fix somen − m + 1 dimensions, we need only remove those edges
that join a node in leveli to a node in leveli + 1 along these dimensions. Equivalently, we could
have removed the edges that join nodes in leveli andi − 1 along these dimensions. To be more
explicit, letN0(i, j), N1(i, j) denote the set of nodes ofQn at leveli with jth component equal to
0,1, respectively.

If 0 ≤ i < n/2 and0 ≤ j ≤ n−m + 1, let Tij denote the set of edges ofQn with one endpoint
in N0(i, j) and the other inN1(i + 1, j); if (n + 1)/2 < i ≤ n and0 ≤ j ≤ n − m + 1, let
Tij be the set of edges ofQn with one endpoint inN1(i, j) and the other inN0(i − 1, j). Further,

settingTi = ∪0≤j≤n−m+1Tij , for 0 ≤ i ≤ n, we see that|Ti| = (n − m + 1)
(n−1

i

)

. Now, fix some
integer a. If we remove the edges inTi for i < n/2 andi ≡ a mod m together with the edges in
Tk for k > (n + 1)/2 andk ≡ a + 1 mod m then no set ofm + 1 consecutive levels can contain
anm-dimensional subcube ofQn. Again, as in Theorem 4, we choosea in order to minimize the
number of edges removed in this manner. The valuea = ⌊(n−m)/2⌋ ensures that, where possible,
we avoid removing edges incident with leveln/2 whenn is even and levels(n−1)/2 and(n+1)/2
whenn is odd.2

Corollary 17.1 For n ≥ m ≥ 1,

λ(n,m) ≤ (n − m + 1)2n−1/m.

Proof. The desired result is a consequence of the identity

m−1
∑

a=0









∑

k≡a mod m
k<n/2

(

n − 1

k

)

+
∑

k≡a+1 mod m
k>(n+1)/2

(

n − 1

k − 1

)









≤ 2n−1. 2

3.3 Partitions

Using techniques similar to those in Section 2.4, a collection of r partitions satisfying property
P(n, k) can be used to construct sets inT (n, n − k). We merely need to modify the method used
to construct sets inS(n,m) by changingτ as follows. If P is a partition of{1, 2, . . . , n} with
non-empty cellsA1, A2, . . . , Ac, and ift = (t1, t2, . . . , tc) is an edge ofQc, wherete = ∗, say, then
let τ(t1, t2, . . . , tc) = (d1, d2, . . . , dn) wheredi = tφ(i) if i is not inφ−1(e); di = ∗ if i is the least

element inφ−1(e), anddi = 0 otherwise. The same methods as those used to establish Theorem 12
and Corollary 12.1 can be used to prove the following.

Theorem 18 Let n ≥ k ≥ 1. SupposeP1, P2, . . . , Pr is a collection of partitions of{1, 2, . . . , n}
satisfying propertyP(n, k), wherePi hasci non-empty cells for1 ≤ i ≤ r. Then

λ(n, n − k) ≤
r
∑

i=1

λ(ci, ci − k) − r + 1. 2
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This theorem is very useful when a small collection of partitions satisfying propertyP(n, k)
can be found, as illustrated in the following fork = 3.

Corollary 18.1 For all integerss andt such thatst ≥ n ≥ s ≥ t ≥ 3,

λ(n, n − 3) ≤ 2λ(s, s − 3) + λ(t, t − 3) − 2. 2

The next result is an analog of Theorem 13.

Theorem 19 For n ≥ 6,

λ(n, n − 3) ≤ λ(⌈n/2⌉, ⌈n/2⌉ − 3) + λ(⌈n/2⌉, ⌈n/2⌉ − 2).

Proof. We use an argument similar to that in the proof of Theorem 13 except that special consider-
ation is needed for the casen odd.

First we introduce some notation to show how two edges ofQk will be used to form an edge in
Q2k. If x = x1 . . . xi∗xi+2 . . . xk is a 1-cube inQk, let

xx̃ = x1 . . . xkx1 . . . xi0xi+2 . . . xk

and
xx̃′ = x1 . . . xkx

′
1 . . . x′

i0x
′
i+2 . . . x′

k.

Thus,xx̃ andxx̃′ are 1-cubes inQ2k.
Supposen = 2p. Choose setsT1, T2 of minimum size inT (p, p − 3),T (p, p − 2), respectively

and define
T = {xx̃ |x ∈ T1} ∪ {yỹ′ | y ∈ T2}.

The proof thatT ∈ T (n, n − 3) is almost identical to that used for Theorem 13 and so we
suppress the details.

Now, supposen = 2p− 1. LetW1,W2 be sets inT (p, p− 3),T (p, p− 2), respectively, each of
minimum size. We form a setW in T (n, n−3) in the same way as we formedT in then even case,
except we project the(n + 1)-tuples on th last component. That is, ifx = x1 . . . xn+1 ∈ Qn+1, and
Pn+1(x) = x1 . . . xn we takeW = {Pn+1(xx̃) |x ∈ W1} ∪ {Pn+1(yỹ′) | y ∈ W2}. We suppress
the details of the proof thatW is in T (n, n − 3) as they are straightforward.2

3.4 Lower Bounds for λ

Sinceλ(n,m) ≥ κ(n,m), from Theorem 15, various lower bounds forλ(n,m) can be derived
from the lower bounds forκ(n,m). In particular, the new lower bound proved in Theorem 10 gives
us the improved lower bound forλ(n, n − k) for fixedk and largen which we state below.

Theorem 20 For n ≥ k ≥ 3,

λ(n, n − k) ≥ k − 2

H(1/2k−1) − 1/2k−2
lg(n − k + 3) − k lg k − 2 lg lg n,

whereH(x) = −[x lg x + (1 − x) lg(1 − x)]. 2
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At present, the lower bound just obtained is the best known for λ(n, n− k) for k fixed and large
n, k. We rewrite it in the following slightly weaker form to make it easier to see the size of the
bound:

λ(n, n − k) ≥ 2k−1
(

k − 2

k − 3
+ lg e

)

lg(n − k + 3) − k lg k − 2 lg lg n. (8)

The next theorem gives lower bounds forλ(n,m) which, for smallm, are better than those
available from the inequality in Theorem 20. Its proof is an extension and generalization of an
argument used by Johnson [22], who proved thatg(5, 2) ≤ 56. Our extension establishes that

g(n, 2) ≤ k2n−1 + b/2, wherek is the integer such that4
(k
3

)

≤
(n
3

)

≤ 4
(k+1

3

)

, andb is the largest

integer such that(2n − b)
(k
3

)

+ b
(k+1

3

)

≤
(n
3

)

2n−2, and further generalizes this to arbitraryg(n,m).
F. Chung (personal communication, July 1988) independently proved a result which is essentially
the same as our result forg(n, 2), namely that the edge densityx = g(n, 2)/(n2n−1) must satisfy
(n − 1)(n − 2) ≥ 4x(xn − 1)(xn − 2). Thus, for largen, the edge density is bounded above by

(1/4)1/3. In terms ofλ(n, 2), we see that, forn large, at least0.37 of the edges must be faulty in
order that everyQ2 is faulty. By Theorems 1 and 15(ii), at most1

2 of the edges need be faulty to
insure that everyQ2 is faulty. Some time ago, Erdös [9] conjectured that, for everyǫ > 0, there is an
nǫ such that, for alln > nǫ, g(n, 2) < (1

2 + ǫ)n2n−1, i.e., that the edge density becomes arbitrarily

close to1
2 . He also conjectured thatg(n, k) < cnak2n, whereak < 1 andak → 0 ask → ∞.

Theorem 21 For n ≥ m ≥ 1, let g(n,m) be the largest number of edges in a subgraph ofQn that
contains noQm. Then

g(n,m) ≤ k2n−1 + b/2,

wherek is the integer determined by

2m+1

(

k

m + 1

)

≤ (2m+1 − 6)

(

n

m + 1

)

< 2m+1

(

k + 1

m + 1

)

and

b =

⌊(

(2m+1 − 6)

(

n

m + 1

)

2n−m−1 −
(

k

m + 1

)

2n

)/(

k

m

)⌋

.

Proof. We will call a node inQn together with itsn incident edges ann-star, and refer to the
node as its center. We first note that any induced subgraph ofQm+1 with at least2m+1 − 5 of the
(m + 1)-stars must contain aQm. For, supposeH is an induced subgraph ofQm+1 that is lacking
only five (m + 1)-stars. SplitH into two node-disjoint subgraphsH0 andH1, where the nodes of
Hi have first coordinatei for i = 0, 1. If eitherH0 or H1 lacks only one(m + 1)-star, then it must
be aQm. Without loss of generality, supposeH0 lacks only two(m + 1)-stars, centered at nodes
p0 andq0. Thenp0 andq0 must be adjacent, for otherwiseH0 would be aQm. Let A0 denote an
(m − 1)-cube ofH0 that doesn’t contain nodesp0 andq0 and letA1 be its neighbor inH1. Since
A1 must be missing at least one edge, it must contain at least twoof the centers, sayr ands, of the
missing(m + 1)-stars ofH1 and these must be adjacent. Now, there are at least two node-disjoint
(m−1)-cubes ofH0, sayB0 andC0, with p0 a node ofB0 andq0 a node ofC0. At least one of their
neighbors inH1, B1 or C1, contains all of its possible(m + 1)-stars and so will form anm-cube
with its neighbor inH0.
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Let E denote a set of edges ofQn, let G denote the subgraph ofQn induced byE, and suppose
G contains noQm+1. Since there are

( n
m+1

)

2n−m−1 cubes of dimensionm+1 in Qn, G can contain

at most(2m+1 − 6)
( n
m+1

)

2n−m−1 of the(m + 1)-stars. Letxi denote the number of nodes ofG of

degreei, for 1 ≤ i ≤ n, then|E| = 1/2
∑n

i=1 ixi. We must have

n
∑

k=m+1

(

k

m + 1

)

xk ≤ (2m+1 − 6)

(

n

m + 1

)

2n−m−1.

Now, let M(z) = M(z1, . . . , zn) = 1/2
∑n

i=2 izi and consider the problem of maximizing M
subject to the following three constraints:

C1: zi is an integer in[0, 2n] for 1 ≤ i ≤ n,
C2:

∑n
i=1 zi ≤ 2n,

C3:
∑n

i=m+1

( n
m+1

)

zi ≤ (2m+1 − 6)
( n
m+1

)

2n−m−1.

Note that ify = (y1, . . . , yn) satisfies these constraints and if, say,yi, yi+1, andyi+2 are all non-
zero, then then-tupley′ = (y′1, . . . , y

′
n) also satisfies these constraints, wherey′i = yi − 1, y′i+1 =

yi+1 + 2, y′i+2 = yi+2 − 1, andy′j = yj otherwise. Moreover,M(y′) = M(y). In view of this

property, ifx = (x1, . . . , xn) yields a maximum value forM subject to these constraints, then we
may assume without loss of generality that all but at most twoof thex′

is are 0, and that these two
are consecutive. We see that the integerk given in the statement of the theorem is the integer for
whichxk 6= 0, andxi = 0 for all i 6= k, k + 1. The theorem now follows from the simpler problem
of maximizingM = (kxk + (k + 1)xk+1)/2 subject to the modified constraints:

C1′: xk andxk+1 are non-negative integers,
C2′: xk + xk+1 = 2n,

C3′:
( k
m+1

)

xk +
( k+1
m+1

)

xk+1 ≤ (2m+1 − 6)
( n
m+1

)

2n−m−1. 2

Corollary 21.1 For n ≥ m ≥ 1,

λ(n,m) ≥ (n − k)2n−1 − b/2,

wherek is the integer determined by

2m+1

(

k

m + 1

)

≤ (2m+1 − 6)

(

n

m + 1

)

< 2m+1

(

k + 1

m + 1

)

and

b =

⌊(

(2m+1 − 6)

(

n

m + 1

)

2n−m−1 −
(

k

m + 1

)

2n

)/(

k

m

)⌋

. 2
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4 Asymptotics

What is known about the behavior ofκ andλ for large values ofn andm falls roughly into two
categories: results forn − m fixed and those form fixed. The successful techniques for studying
the casen − m fixed are quite different from those that succeed in the case of m fixed. Moreover,
the bounds obtained for fixedn − m are not useful for fixedm, and conversely. In this section
we describe the best known bounds for each of these cases and mention several open problems
concerning the relative sizes ofκ andλ.

Kleitman and Spencer [26] used probabilistic methods to determine bounds for the maximum
size of families ofk-independent sets. Chandra et al. [7] used a probabilistic argument equivalent to
that in [26] to prove the following bound onκ. Becker and Simon [3] rediscovered this result, and
used similar arguments to establish an upper bound forλ. These bounds are stated in the following.

Theorem 22 ([3, 7]) For all n ≥ m ≥ 1,

κ(n,m) ≤ (ln 2)(n − m)2n−m lg n

λ(n,m) ≤ (ln 2)(n − m)2n−m(n/m) lg n. 2

Combining these bounds with those given by Theorems 10 and 20, we see that bothκ(n,m)
andλ(n,m) areΘ(log n) for n − m fixed, but there are significant gaps between these bounds.

Question: For fixedn − m, does the limitlimn→∞ κ(n, n − m)/ lg n exist?

This limit exists forn − m = 2 by the result on 2-independent sets as does the corresponding limit
with λ in place ofκ. Another question suggested by the slowly increasing nature of κ along the
diagonals is:

Question: For fixedn − m, is it true that κ(n + 1,m + 1) − κ(n,m) ≤ 1 for all sufficiently
largen?

The same question could, of course, be asked forλ as well.
Whenm is fixed, andm andn are large, Theorem 10 and Corollary 4.1 combine to show that

κ(n,m) = Θ(2n). Analogously, Theorem 20 and Corollary 17.1 show thatλ(n,m) = Θ(n2n), but
here, too, there are significant gaps between the upper and lower bounds for bothκ andλ. Let

αm = lim
n→∞

κ(n,m)/2n.

We see thatαm exists for allm ≥ 0, for Theorem 2 implies thatκ(n,m)/2m is non-decreasing for
fixed m. Moreover, the inequalities2αm+1 ≥ αm ≥ αm+1 follow from this same theorem. The
definition ofαm and the results of Theorems 1 and 5 show that

α0 = 1, α1 =
1

2
, α2 =

1

3
,

and thatαm satisfies the inequality

κ(n,m)

2n
≤ αm ≤ 1

m + 1

for everyn. It would be interesting to know the exact values ofαm for m ≥ 3.
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In the case of edges, there are many analogies to the above. Let

βm = lim
n→∞

λ(n,m)/(n2n−1).

The fact thatβm exists for allm ≥ 1 is a consequence of part (i) of Theorem 15 which shows that
the sequenceλ(n,m)/n2n−1 is nondecreasing for fixedm. Theorem 14 shows thatβ1 = 1, and
Corollary 17.1 together with the definition ofβm shows that

λ(n,m)

n2n−1
≤ βm ≤ 1

m

for m ≥ 1. Using Theorem 21, we findβ2 ≥ 0.37 andβ3 ≥ 0.112. Table 2 givesλ(7, 4) ≥ 19,
which yieldsβ4 ≥ 0.042. The boundβ5 ≥ 0.016 is from Theorem 21. Stronger lower bound
results and extensions of the tables of values ofκ andλ would be of considerable interest as they
can improve our asymptotic estimates as well as yield more information aboutαm andβm.

Considering the relative sizes ofκ andλ, we see thatλ(n,m)/κ(n,m) is Θ(n) whenm is fixed.
Another question concerning the behavior of these functions along the diagonals is:

Question: If n − m is constant, is it true thatλ(n,m)/κ(n,m) is Θ(1) ?

Along the same lines, we have seen that, forn − m ≤ 2, the differenceλ(n,m) − κ(n,m) is
bounded, which prompts us to ask the following.

Question: For n − m fixed, is it true thatλ(n,m) − κ(n,m) = O(1) ?

5 Exact Values

In application to hypercubes, the behavior ofκ andλ for relatively small values ofn andm is more
important than their asymptotic values. We must keep in mindthatn represents the dimension of
the hypercube and so, values ofn ≥ 50, say, represent a hypercube with more than a quadrillion
processors! Consequently, in most applications, the exactvalues and constructive bounds that yield
good approximations forn < 50 are most useful.

Values ofκ(n,m) for 0 ≤ m ≤ n ≤ 10 are presented in Table 1, where exact values are given if
known, and otherwise lower and upper bounds are given in the form lower-upper. The exact values
for m = 0, 1, n − 1, andn follow from Theorem 1, the values ofκ(n, n − 2) are from Theorem 9,
and theκ(n, 2) values are obtained from Theorem 5. A computer program usinga greedy heuristic
was developed to construct small setsS in S(n,m). To a partially constructed setS, the program
randomly adds a node toS that is in the largest number of remaining fault-freem-cubes. This
program found sets that resulted in the upper bounds forκ(9, 4), κ(10, 5), κ(10, 6), andκ(10, 7)
shown in the table. In the remaining cases, the upper and lower bounds forκ(n,m) are determined
from part (ii) of Theorem 2 and Theorem 4.

Much less has been determined about the exact values ofλ(n,m). Table 2 displays values of
λ(n,m) for 1 ≤ m ≤ n ≤ 7, showing lower and upper bounds when exact values are not known.
The values form = 1, n − 1, andn follow from Theorem 14. All remaining lower bounds can be
obtained from Theorems 21.1 and 15. Upper bounds forλ(n, 2) are from part (ii) of Theorem 15,
while the remaining upper bounds in the table were found by construction. A computer program
analogous to the one forκ was designed to construct small sets inT (n,m). A separate program
was developed to determine thatλ(7, 5) = 7.
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m
0 1 2 3 4 5 6 7 8 9 10

0 1
1 2 1
2 4 2 1
3 8 4 2 1
4 16 8 5 2 1

n 5 32 16 10 6 2 1
6 64 32 21 12 6 2 1
7 128 64 42 24 12 6 2 1
8 256 128 85 48-56 24 12 6 2 1
9 512 256 170 96-120 48-64 24 12 6 2 1

10 1024 512 341 192-240 96-165 48-68 24-25 12-13 6 2 1

Table 1: Values ofκ(n,m)

(A copy of the sets constructed forκ andλ may be obtained by writing to Quentin F. Stout.)
It would be very useful to extend the table of values ofκ andλ both for practical instances

and because it would, in turn, yield improvements in known bounds forκ(n,m) andλ(n,m) not
included in the table. However, finding small sets inS(n,m) andT (n,m) is computationally very
difficult.

m
1 2 3 4 5 6 7

1 1
2 4 1
3 12 3 1

n 4 32 8 3 1
5 80 24 8 3 1
6 192 59-64 20-22 8 3 1
7 448 142-160 47-62 19-20 7 3 1

Table 2: Values ofλ(n,m)

6 Constructions

The construction of fault sets that are of nearly minimum size is of interest to saboteurs, to computer
architects solving resource allocation problems such as those described in [28], and to persons
needing to constructk-independent sets for testing purposes [27]. Unfortunately, finding such sets is
a very difficult problem in general. Arguments in [26] and [7]show that non-deterministic methods
have a high probability of success forn large andn − m fixed. Probabilistic arguments similar
to those in [26] were used in [3, 7] to prove that, with high probability, a randomly chosen set of
(ln 2)(n − m)2n−m lg n nodes ofQn is in S(n,m). An analogous argument shows that, with high
probability, a randomly chosen set of(ln 2)(n − m)2n−m( n

m) lg n edges ofQn is in T (n,m) [3].

24



Levitin and Karpovsky [27] developed constructive methodsfor a problem equivalent to the
study ofκ(n,m). The problem involves the exhaustive testing of devices with n inputs where each
output is a Boolean function of at mostk binary input variables. Using MDS codes, they constructed
anr × n binary matrix such that all2k possible binaryk-vectors appear in each of thek columns,
wherer = O(logw n) andw can be chosen arbitrarily close to 1. Their results give a construction
of a set inS(n,m) of sizeO(logw n), wherew can be arbitrarily close to 1. Alon [1] has given a
construction of a family ofk-independent subsets of a set of sizer. Through the correspondence
between independent sets and elements ofS(n,m) shown in the proof of Theorem 8, this yields a

construction of a set inS(n,m) of sizeO
(

(n − m)c(n−m)2 log n
)

for some constantc about 24.

For fixedn − m, this size is the same order of magnitude as a minimum set inS(n,m), but even
for n − m = 3, say, it is more than3216 lg n.

As discussed in Section 2.4, Becker and Simon [3] used results of Friedman [12] to construct
sets inS(n, n − k) of size at mostlg n(k4/ lg k)22k lg k+3k. Whenn − m = k is fixed, this has the
right order of growth, but for small values such asn − m = 3 andn = 20, say, this bound is more
than220 lg 20. On the other hand, the construction in Theorem 13 yields a set in S(20, 17) of size
19. Even the construction using level sets, Theorem 4, yields a set of size 40 in this case.

Whenm is fixed, the constructions in [12] and [3] give sets whose sizes are far from the same
order of magnitude asκ(n,m). In this case the best constructions for near minimum fault sets are
given by the level sets in Theorems 4 and 17. It would certainly be of interest to find constructions
of sets inS(n,m) of size∼ κ(n,m) and corresponding sets inT (n,m) of size∼ λ(n,m) for m
fixed.

To construct small fault sets for practical sizes ofn andm, the best strategy is to employ the
constructive methods that led to the recursive inequalities of Sections 2 and 3 coupled with the
computational results that led to Tables 1 and 2.

7 Concluding Remarks

Our analysis of subcube fault-tolerance assumes that it is sufficient to find an arbitrary fault-free
m-dimensional subcube. However, the problem of determininga fault-free subcube of a given di-
mension is computationally intensive, so in practice the allocation routines examine the availability
of only a certain subset of the subcubes of a given dimension.Most allocation schemes use some
variant of the “buddy system” allocating onlym-cubes of the forma1 . . . an−m∗ . . . ∗ [32].

Under a given allocation schemeA, let AQn denote the set of all subcubes ofQn that are
recognized byA. A natural extension ofκ(n,m) is to κ(A;n,m), which we define as the least
number of nodes that need to be removed fromQn so that the resulting graph contains nom-cube in
AQn. We defineλ(A;n,m) in an analogous way. As an example, ifB denotes the buddy allocation
scheme thenBQn = {a1 . . . ar ∗ . . . ∗ |r = 0, . . . , n}, and it is easy to check thatκ(B;n,m) =
λ(B;n,m) = 2n−m for n ≥ m ≥ 1. While the buddy system is the only allocation scheme
used on hypercube computers thus far, we see it is not particularly fault-tolerant. For some specific
allocation schemes of interest, Livingston and Stout [29] determinedκ(A;n,m). For arbitrary
allocation schemeA, Becker and Simon [3] showed that the problem of determiningκ(A;n, n− 2)
is equivalent to a graph-coloring problem. The general problem of determiningκ(A;n,m) and
λ(A;n,m) is open.

The fault-tolerance questions considered here can be generalized to arbitrary architectures and
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arbitrary graph properties. That is, given a graphG which represents the connectivity of the proces-
sors, how tolerant isG to retaining some specific graph propertyP under the removal of successive
copies of a subgraphH? Here, we define the quantityκ(P,H;G) as the minimum number of copies
of H whose deletion fromG leaves the resulting graph without propertyP . For example, suppose
G is Qn, P is the property of being connected, andH is a single edge, thenκ(P,H;Qn) = n. If G
is Qn, P is the property of containing anm-cube, andH is a singlem-cube, thenκ(Qm, Qm;Qn)
is the mispacking numbermispac0(Qm ⊂ Qn) discussed in [13]. As a final example along these
lines, consider the problem, described in [25], due to Yuzvinski: How many nodes of then-cube
must be removed in order that no connected component of the rest contains an antipodal pair of
nodes? Kleitman [25] solved this problem by establishing the more general result that at least
( n
⌊n/2⌋

)

nodes must be removed fromQn if no connected component of the remaining graph is to

contain more than2n−1 nodes.
In the generalized problem considered above, asking for theminimum number of copies of

H whose removal fromG destroysP is appropriate in an adversarial situation, in certain resource
allocation problems [28], in designing efficient tests [27], or in constructingk-independent sets [26].
However, suppose each copy ofH to be removed is selected uniformly and at random from the set
of all copies ofH in G. A natural question that arises is: What is the expected number of copies
of H that must be removed fromG so that the resulting graph fails to have propertyP? Consider,
for example, the case in whichG is Qn, H is a single node, andP is the property of containing an
(n− 1)-cube. In contrast toκ(n, n− 1) = 2 we find that its expected value, denotedκE(n, n− 1),
is Θ(log n). Some of the properties ofκE(n,m) and λE(n,m) for arbitrary n and m, and of
κE(A;n,m) andλE(A;n,m) for certain allocation schemesA, are studied in [29, 30]. A related
but somewhat different situation arises if we are only concerned that, with high probability,G fails
to have propertyP . What is the expected number of copies ofH that must be removed in this case?
Becker and Simon [3] considered an instance of this questionin whichG is Qn, H is a single node,
andP denotes the property of containing anm-cube. They showed that if at least(n−m)2n−m lg n
nodes are removed fromQn, the probability that there are no remainingm-cubes approaches 1 asn
tends to infinity.

A variation of these questions appears in the work of Burton [2], and Erdös and Spencer [10].
Using a probabilistic model ofQn in which each edge is deleted independently and with fixed
probability p, they showed that ifP1(Qn, p) denotes the probability that the resulting subgraph of
Qn is connected then

lim
n→∞

P1(Qn, p) =







1 if p < 1/2;
1/e if p = 1/2;
0 otherwise.

Whenp is allowed to vary withn, Bollobás [4, 5] proved that ifµ > 0 and

p = p(n) = 1 − 1

2
{µ + o(1)}1/n

then
lim

n→∞
P1(Qn, p) = e−µ.

Suppose that instead of deleting edges fromQn we delete nodes, together with their incident
edges, with fixed probabilityp and defineP0(Qn, p) as the probability that the resulting subgraph of
Qn is connected. Najjar and Gaudiot [31], investigating the reliability of the hypercube network in

26



the presence of node faults, used Monte-Carlo simulation toestimateP0(Qn, p) for smalln. In [30],
an analog of the above results forP1(Qn, p) is proved forP0(Qn, p), namely

lim
n→∞

P0(Qn, p) =







1 if p < 1/2;
1/2 if p = 1/2;
0 otherwise.
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