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Because parallel architectures can vary widely, the problem of mapping a parallel algorithm onto a given parallel machine is generally much harder than the problem of mapping a serial algorithm onto a serial machine. This paper examines some of the problems encountered, emphasizing mappings of vision algorithms onto mesh, hypercube, mesh-of-trees, pyramid, and Parallel Random Access Machines (PRAMS) having many simple processors, each with a small amount of memory. Approaches that have been suggested include simulating one architecture on another, designing ideal algorithms for ideal architectures and simulating the ideal architectures, and using general data movement operations. Each of these is shown to occasionally produce unacceptably inefficient implementations. It appears that as long as PRAMS cannot achieve the desired cost and performance goals, programmers must contend with carefully designing algorithms for specific architectures.

I. INTRODUCTION

Programming parallel machines is difficult for a great many reasons. Programmers trained to program sequential computers must unlearn many of their prejudices concerning the best approach to problems. Few languages for parallel programming have been developed, and they are not as mature as serial languages. Debugging parallel algorithms is complicated because it is difficult to determine the state of a parallel machine, and it is difficult to maintain a mental picture of what the correct state should be. Finally, parallel machines vary much more widely than serial ones, making it difficult to transfer programs from one to another.

This paper is concerned with this last difficulty, examining some of the techniques that are currently being used to map algorithms onto specific architectures. The problems and architectures are all concerned with vision and image processing, though many of the observations are of more general applicability. No fully satisfactory solutions are uncovered, and it seems that none will appear soon.

In general, one might describe an algorithm at a great many levels. At very high levels one has paradigms such as divide-and-conquer, dynamic programming, and branch-and-bound, which suggest approaches to classes of problems. As more details are given the paradigm becomes an algorithm for a specific problem, and eventually an implementation for a specific machine. The higher the level of description, the more malleable it is, and hence the more likely that an efficient implementation can be developed for a given target architecture. However, it is also true that the higher the level of description, the more work the programmer must do to translate the description into usable form, which requires greater understanding and decreases programmer productivity.

Starting at a very low level, one may have an algorithm currently running on parallel machine A and want to transform it to run on parallel machine B. The easiest technique is to develop a simulation of A on B, for then all of A’s algorithms can be run on B after developing only one simulation. Unfortunately, A may not have been a particularly good architecture for the problem, and the simulation only compounds the inefficiency. At a slightly higher level, one may develop an “ideal” parallel algorithm (along with an “ideal” architecture for the algorithm), and then simulate this ideal algorithm on each target machine. This presumably eliminates starting with an inefficient solution, but requires repeatedly developing simulations of ideal architectures on a given target architecture. For this to be practical, it would be helpful to have programs which can map the ideal architecture onto the target architecture, a problem known as the mapping problem [7], [9], [41]. At a yet higher level one may describe an algorithm in terms of standard operations which manipulate and move the data between processors, and then develop an efficient implementation of each operation for the target machine. This gives more flexibility than in mapping a fixed architecture to the target architecture, but effectively utilizing this flexibility requires more programmer insight.

Each of these approaches will be examined by considering a few examples. Throughout the input will be a black and white image, stored one pixel per processor. This is a fine-grained model of parallel computing, as opposed to a coarse-grained model in which there are few processors, each with a large amount of memory. Image-processing
computers such as the CLIP series, MPP, and Connection Machine are all fine-grained [6], [10], [15], [52], [57], and analyzing fine-grained machines allows us to concentrate on the issues involved in the parallelism, as opposed to the mix of serial and parallel computing inherent in coarse-grained machines. We assume that the machines are SIMD (Single Instruction Multiple Data), in which a central controller issues the same instructions to all processors, since most fine-grained vision-processing machines are of this form. Medium- and coarse-grain machines such as most parallel machines designed for scientific applications, or multiprocessor mainframes, are MIMD (Multiple Instruction Multiple Data) machines in which each processor has its own set of instructions, as well as its own data [17], [35], [43]. Converting between MIMD and SIMD machines is an important mapping problem, but due to space limitations it will not be considered here. We also force to omit any consideration of mapping a larger problem onto a given machine, of dynamically reassigning tasks to processors in response to processor or communication load imbalances, of designing an architecture to be efficient for a collection of algorithms, of simulating multiple copies of an algorithm, or of designing parallel languages to increase portability. Each of these is important and is the subject of current and proposed research [7], [9], [12], [16], [22], [24], [31], [37], [41], [45]-[47], [49], [50], [62].

Analyses will always be of worst-case time. Worst-case time can be unduly pessimistic, but it will be used here because it is easier to analyze. The observations and conclusions about mapping algorithms would hold for expected case time if such a concept could ever be defined for vision problems. Similarly, we concentrate on relatively simple, well-defined problems which are much more analyzable than most real vision algorithms. Our emphasis is not on taking a useless vision algorithm and mapping it to various architectures, but rather analyzing the process of finding such mappings and trying to determine what makes the process complicated for the programmer and the result inefficient for the machine. Vision algorithms suitable for immediate use on real images are more difficult to transfer and optimize.

In the next section the machine models and notation are introduced. Parallel architectures utilized are the mesh, pyramid, mesh-of-trees, hypercube, and Parallel Random Access Machine (PRAM). Section III considers lower bounds which arise because of the communication capabilities of these architectures, and Section IV considers mappings between the architectures. Section V examines developing ideal parallel algorithms/architectures and mapping them onto target architectures. Section VI considers developing algorithms in terms of general data movement operations, and implementing them on target architectures. Section VII concludes with some observations.

II. DEFINITIONS

The input image will be an $n \times n$ black/white image, stored one pixel per processor. To simplify analyses, $n$ will always be an integral power of 2. Analyses will be of worst-case time measured in terms of $n$; analyzed using $O$, $\Omega$, and $\Theta$. For positive functions $f(n)$ and $g(n)$, $f = O(g)$ if there are constants $N, D > 0$ such that $f(n) \leq D \cdot g(n)$ for all $n \geq N$, $f = \Omega(g)$ if there are constants $N, C > 0$ such that $C \cdot g(n) \leq f(n)$ for all $n \geq N$, and $f = \Theta(g)$ if $f = O(g)$ and $f = \Omega(g)$. The $O$, $\Omega$, and $\Theta$ symbols are sometimes read "order no more than," "order no less than," and "order equal to." We use $\lg n$ to denote log $n$.

The mesh computer is a 2-dimensional grid of processors, each connected to its 4 nearest neighbors (except for edge processors which have fewer connections). See Fig. 1(a).

![Fig. 1. Some regular parallel computers for 4 × 4 images. (a) Mesh. (b) Mesh of trees (base mesh connections omitted for clarity). (c) Pyramid. (d) Hypercube.](image)

Throughout it is assumed that the mesh has exactly $n^2$ processors. There are extensive analyses of meshes as vision architectures, and many have been built for this purpose [6], [8], [15], [26], [39], [33], [57].

The mesh-of-trees starts with a base which is a mesh of $n^2$ processors, and then a tree is added over each row and each column. These trees are disjoint except for their leaves, which are the base processors. See Fig. 1(b). The mesh-of-trees has a total of $3n^2 - 2n$ processors. It was originally proposed as a general-purpose parallel computer ideal for VLSI implementation [56], and is only recently receiving attention as a vision processing architecture [28], [36].

The pyramid computer also starts with a base mesh of $n^2$ processors, denoted level 0, and then adds levels of meshes above. Each level has $1/4$ as many processor as the level below, and each processor (except those on the base) is connected to four children on the level below. See Fig. 1(c). The apex of the pyramid is at level $\lg(n)$. The pyramid has a total of $(4/3)n^2 - 1/3$ processors. A few pyramids have been built for vision processing, and there has been a fairly extensive analysis of pyramidal vision algorithms for serial and parallel computers [10], [11], [27], [40], [42], [51], [54], [55].

The hypercube computer with $n^2$ processors has each connected to $\lg(n)$ others. Processors are assigned labels which are binary strings of length $\lg(n)$, and two processors are connected if and only if their labels differ in exactly one bit. See Fig. 1(d). While most hypercubes are currently being
used for scientific applications [43], there is increasing use and analysis of them for vision applications [17], [28], [34], [52].

The mesh, mesh-of-trees, pyramid, and hypercube all have the property that they have a systematic interconnection scheme which can be represented very simply in formal grammers. They have numerous useful properties such as the fact that they can be subdivided into smaller machines of the same type. They (and others like them) are sometimes known as regular architectures. Distributed systems such as local area networks are often irregular, and are difficult to coordinate on a single task. Irregular systems will not be considered here.

The PRAM (Parallel Random Access Machine) is really a class of architectures. The standard model is as in Fig. 2(a).

Fig. 2. Parallel random access machines for 3 × 3 images. (a) A shared-memory PRAM. (b) A distributed memory PRAM.

where there is a global shared memory accessible in parallel by all processors. The primary variations in this model are whether or not two or more processors can read the same memory location simultaneously (Concurrent Read, CR, versus Exclusive Read, ER), and whether or not two or more processors can write to the same memory location simultaneously (Concurrent Write, CW, versus Exclusive Write, EW). No processor can read a location while another processor is writing to it. If concurrent writing is allowed, then there are variations as to which value ends up being written into memory. For example, the minimum value may end up there, or one of the values sent may be chosen arbitrarily. For our purposes the latter is sufficient.

Another model of a PRAM is a distributed memory model, as in Fig. 2(b), where all memory is at the processors and processors communicate directly with each other, as opposed to indirectly via shared memory on the standard model. Here processors send messages requesting or transmitting values, instead of reading or writing directly from memory, and again one can consider concurrent versus exclusive options. One can have concurrent sends, in which the same value is sent to all processors on a list (perhaps with restrictions on the form this list can take), versus exclusive sends where only one message at a time may be sent, and concurrent receives, in which multiple simultaneous incoming messages are permitted, versus exclusive receives. In the case of concurrent receives one needs to specify which message reaches the processor. Again, for our purposes it suffices to assume that the message is chosen arbitrarily.

If the memory/processor ratio is large, then the differences between the two types of PRAM are significant when many processors want to read different memory locations. In the former model this is always possible in unit time, but in the latter model they may have to queue up if they are all trying to fetch values stored in the same processor. However, in a fine-grained model where the memory/processor ratio is a constant the differences are quite minor, and for our purposes either model is acceptable. In either model, we assume that there are $n^2$ processors. The RP3 is a simulation of a shared memory PRAM [35], while the Connection Machine is sometimes described as a simulation of a distributed memory PRAM [52]. Both of these machines are to be used for numerous applications, including vision processing [19, 52].

Finally, the $n \times n$ input image is assumed to be initially present in the mesh, stored one pixel per processor in the standard manner. For the pyramid and mesh-of-trees the image is initially in the base. For the hypercube it is stored using the Gray code discussed in Section IV. For the shared memory PRAM the image starts in the shared memory, and for the distributed memory PRAM the pixels are assigned to processors using row-major ordering.

III. LOWER BOUNDS

One important aspect of designing efficient algorithms and determining constraints on their portability is to understand the various lower bound arguments that can apply. There are primarily three techniques that are used, based on speedup, communication radius, and bandwidth or cut-set considerations.

The speedup bound means that a machine with $P$ processors should take at least $T/P$ time to solve a problem requiring $T$ time on a single processor. To apply this one must be careful to make sure that the comparisons are fair (e.g., that the single processor has as much memory as all $P$ processors combined), and to understand the anomalies that can occur if the serial algorithm is not the best possible (e.g., some search heuristics may lead the serial processor astray [23]). When applied to sorting, the speedup bound shows that $n$ processors must take $\Omega(n \log n)$ time to sort $n$ numbers, no matter how the processors are arranged. For the image processing problems considered here, however, an $n \times n$ image can be processed in $O(n^3)$ time on a serial processor, and hence speedup for $n^2$ processors gives the trivial lower bound of $\Omega(1)$.

To define communication radius, fix a machine $M$, let $D(p,q)$ denote the minimum number of communication links on any path from processor $p$ to processor $q$ in $M$, and let $R(p)$, the radius at $p$, equal $\max \{D(p,q) : q \in M\}$. $R(p)$ is the largest number of communication links needed to communicate from $p$ to any other processor. The communication radius of $M$ is the minimum value of $R(p)$
over all processors \( p \) in \( M \). For example, on the mesh the communication radius is achieved at the four center processors, where each takes \( n \) hops to go to the furthest corner. For the pyramid, mesh-of-trees, and hypercube the communication radius is \( \Theta(\log n) \). Given any nontrivial problem in which one processor is to end up with a value depending on values initially in all of the processors, such as sorting or determining the average gray level of an image, any algorithm must take time proportional to the communication radius. As will be shown below, each of these architectures can achieve this lower bound on simple problems such as determining average gray level.

Cutset or bandwidth lower bounds are established by considering some collection \( C \) of processors, counting the number of wires connecting processors in \( C \) to the processors not in \( C \), and determining the number of values that must pass over these wires. The time required can be no less than the number of items divided by the number of wires. For example, on a mesh, if each processor starts with an item and these are to be sorted, then consider the region consisting of the left half. There are exactly \( n \) wires connecting it to the right half, and in the worst case all \( n^{3/2} \) items on the left must move to the right. Therefore at least \( n/2 \) time units are needed, so sorting takes \( \Theta(n) \) time. Cutting the pyramid or mesh-of-trees in half shows that they too must take \( \Theta(n) \) time to sort since they only double the number of wires crossing between the halves. For the hypercube these arguments only show that sorting must take \( \Omega(1) \) time, since any collection of \( P \leq n^{3/2} \) nodes has \( \Omega(1) \) wires connecting them to the other nodes.

Because the mesh can sort in \( \Theta(n) \) time [53], the sorting lower bounds can be attained for the mesh, pyramid, and mesh-of-trees. However, the best known sorting algorithm for the hypercube is bitonic sort, which takes \( \Theta(n \log n) \) time [5]. This is larger than any of the hypercube lower bounds, and it is an interesting open question whether the hypercube can sort faster.

One slightly different lower bound that will be used later is that a pyramid computer needs \( \Theta(n \log n)^{1/2} \) time to move \( n \log n \) items from the lefthemost column to the rightmost one. This was proven in [27] by an argument that is a blend of the radius and cutset arguments using weighted links.

### IV. Stepwise Simulation

The simplest technique for mapping an algorithm designed for architecture \( A \) onto a target architecture \( B \) is to determine an efficient mapping of \( A \) onto \( B \), and then perform a stepwise simulation of \( A \). This has the advantage that algorithms currently in use are presumably already well understood and implemented correctly, and it also has the advantage that once the mapping has been determined, all algorithms for \( A \) can be implemented on \( B \). Because of this reusability, it is reasonable for a programmer to spend considerable time optimizing the mapping.

Abstractly measuring the efficiency of a mapping is often done in terms of factors such as the processor load (maximum number of processors from \( A \) simulated by a single processor of \( B \)), link load (maximum number of communication links from \( A \) mapped onto a single communication link of \( B \)), dilation (maximum length in \( B \) of the image of a communication link in \( A \)), and expansion (number of processors in \( B \) divided by number of processors in \( A \)) [7], [9]. However, we only consider mappings between machines having the same number of processors (or the same number of base processors), and because we are analyzing fine-grained simulation each processor can simulate only a constant number of processors. Rather than use indirect measures of mapping efficiency, we will only consider the direct measure, namely the time to simulate a single step. Initialization time can also be significant but will be ignored.

To attain the best possible simulation times, some of the mappings are nontrivial, especially in the subsection on "Regular Architectures Simulating Regular Architectures." Further, due to space limitations many details have been eliminated. Readers who are most interested in an overview of the results may prefer to examine Fig. 5, which summarizes the results in the remainder of this section.

### Simulations Involving PRAMS

For each regular architecture, the time needed to simulate a CRCW PRAM is an important upper bound on the time needed to simulate arbitrary architectures. If the PRAM model being simulated is a shared memory model with \( M \) memory locations, then the first transformation is to a distributed memory PRAM where each processor simulates \( M/n^2 \) shared memory locations. To simulate a distributed memory PRAM, suppose the concurrent write is such that two or more simultaneous writes to the same location are resolved by taking the smallest value. Each processor trying to write a value \( v \) to location \( i \) creates a record \( (i, v) \). By first sorting the records by their destination, all values bound for the same location are in consecutive locations. If ties are broken by placing the smaller value first, then a record \( (i, v) \) contains the value that should be written to \( i \) if and only if the record in the previous processor has a different destination. Records not satisfying this condition are eliminated, and the surviving records are routed to their destinations. The concurrent read can similarly be reduced to a fixed sequence of sorting and routing steps, plus a distribution step in which values are distributed to runs of consecutive processors holding records requesting the value from the same location [29].

Using this approach, on each regular architecture considered here a step of a CRCW PRAM can be simulated in the time needed to sort. Therefore the mesh, pyramid, and mesh-of-trees needed \( \Theta(n) \) time, and the hypercube can simulate in \( \Theta(n \log n) \) time. Further, these simulations can be easily modified to finish in the same time using write conflicts such as summing the values written, taking an arbitrary value written, taking the median value written, or taking the mode value written. Since simulating the EREW PRAM is also as time-consuming as sorting, if one is writing PRAM algorithms only as ideal algorithms to be used in simulation, then there is no reason not to use concurrent reads and concurrent writes.

If the CRCW PRAM being simulated has fewer processors than the simulating machine, then it is sometimes possible that simulations can be performed faster than just having a smaller machine simulate the PRAM. For the mesh this is not true, since any collection of \( P \) processors in a mesh must have a communication diameter of \( \Omega(P^{1/3}) \) (and hence a simulation time of \( \Omega(P^{2/3}) \)), which can be attained by using a \( P^{1/3} \times P^{1/3} \) mesh. However, a mesh-of-trees with an \( n \times n \) base can simulate \( n \) PRAM processors in \( \Theta(\log n) \) time, ver-
sus the $\Theta(n^{1/2})$ time needed by a mesh-of-trees with a base of $n$ processors, by using the diagonal processors to simulate the processors, and the row and column trees to manage communication. If the PRAM processor $i$ is to send to processor $j$, then the message can travel along the tree in row $i$ to reach column $j$, where it then travels in the column tree to row $j$. To finish in logarithmic time, it must be that the concurrent write operation can be determined by the column tree in logarithmic time. All concurrent write operations of widespread usage, such as using the minimum or maximum value, using the average value, using the value sent by the processor of smallest or largest index, or using an arbitrary value, satisfy this condition. Similarly, for any concurrent write operation in widespread use, the hypercube can simulate a CRCW PRAM with $n^{o(1)}$ processors, for any fixed $c > 0$, in $\Theta((\log n)^c)$ time, where the implied multiplicative constant depends upon $c$. This is because the hypercube can sort this amount of data in $\Theta((\log n)^c)$ time [34].

Another improvement of some use is the fact that, on the mesh, the basic sorting-based approach to PRAM simulation can be modified so that if it is known that the maximum distance between source and destination processors for any message is $d$, then the step can be complete in $\Theta(d)$ time. Reversing the direction of simulation, the simpler EREW PRAM, and hence also the CRCW PRAM, can simulate any fixed interconnection architecture of degree $d$, with the same number of processors, in $\Theta(d)$ time. This can be done by having $d$ locations for each simulated processor to simulate the input communication links. To simulate one time step the PRAM processor reads and resets these locations, performs the calculations performed by the processor it is simulating, and writes the output values to the appropriate locations. This shows that the EREW PRAM can simulate the mesh, pyramid, and mesh-of-trees in $\Theta(1)$ time. To simulate the hypercube would take $\Theta((\log n)^d)$ time by this procedure, but for all of the algorithms considered here it is known which input will contain data, and hence only one location need be examined and the simulation takes $\Theta(1)$ time. This is not the only possible model of hypercube algorithms and architectures, and it is easy to conceive of models where an EREW PRAM would take $\Theta((\log n)^d)$ time to simulate one step. For example, Valiant’s work on routing assumed that in unit time a hypercube processor could receive an input on each link, decide where to forward it, and send an output on each link [59]. However, for our purposes it is not reasonable to call this a single time step.

Regular Architectures Simulating Regular Architectures

Since the pyramid and mesh-of-trees contain the mesh in their base, they can be simulated in a straightforward simulation of it in $\Theta(1)$ time. The hypercube can simulate the mesh by using Gray codes. If $G$ is a Gray code mapping 0..$n-1$ to 0..$n-1$ (viewing the latter set as bit strings of lg($n$) bits), then the Gray code property is that $G(i)$ and $G(i+1) \bmod n$ differ by a single bit, for $0 \leq i < n$. The mesh is mapped onto the hypercube by mapping processor $(i,j)$ to the hypercube processor with label which is the concatenation of $G(i)$ and $G(j)$. This maps mesh neighbors to neighboring processors in the hypercube, and the simulation takes $\Theta(1)$ time. Notice that any such Gray code map has the property that each row is mapped to a subcube, as is each column. For some of the mappings mentioned later, we need additional properties which depend upon using the reflexive Gray codes, instead of arbitrary Gray codes. If $G_b$ denotes the reflexive Gray code mapping 0..$2^b-1$ into binary strings of length $b$, then they can be recursively defined via $G_b(0)$ = 0, $G_b(1)$ = 1, and

$$G_b(i) = \begin{cases} G_b(i), & i \leq 2^{b-1} - 1 \\ G_b(i)2^b - 1 - i, & i \geq 2^{b-1} \\ b > 1. \end{cases}$$

For the mesh to simulate the other architectures, the PRAM simulation result implies that it can simulate each in $\Theta(n)$ time. Further, since each of the other architectures has a communication radius of $\Theta(\log n)$, and the mesh has a communication radius of $\Theta(n)$, it must take $\Theta(n(\log n))$ time to simulate each of the others. For the pyramid there is a natural mapping of the levels above the base down onto its base, where at most one upper processor is mapped onto any base processor (see Fig. 3a)). Using this mapping, the

![Fig. 3. Mapping the pyramid onto its base. (a) Local mapping of pyramid onto base (numbers indicate level). (b) Squares for global optimal mapping (numbers indicate minimum level).](image)
distance messages need to travel, pyramid simulation takes $\Theta(n/\log n)$ time per step.

This same approach can be used when simulating the mesh-of-trees on the mesh, finishing in $\Theta(n/\log n)$ time using a similar complicated mapping and in $\Theta(n)$ time using a natural mapping which maps each row and column tree to its base row and column, respectively, using the mapping in Fig. 4(a). When simulating either the pyramid or mesh-of-

trees, the simulations finishing in $\Theta(n/\log n)$ time are globally optimal in that they minimize the worst possible communication. However, the simpler embeddings have the property that if the algorithm is only using the bottom $k$ levels then each step can be simulated in only $\Theta(2^k)$ time since no two neighboring nodes are more than $\Theta(2^k)$ apart. This situation does not hold the globally optimal embedding, which still takes $\Theta(n/\log n)$ time. Since many pyramid and mesh-of-trees algorithms use only a few levels at a time, globally optimal embeddings may not provide the best total simulation times, and the more natural locally optimal embeddings may be better. However, this is only true if it is known which levels are being used, and if an intelligent simulation is being employed which utilizes this information. By a naive simulation with locally optimal embeddings it is meant that the simulation assumes that communication at all levels is possible, taking $\Theta(n)$ time per step.

For the pyramid to simulate the mesh-of-trees, level $i$ of the pyramid will simulate levels $2i - 1$ and $2i$ of the mesh-of-trees. Partitioning the base into squares of edgelength $2^i$, above each base square there are exactly $3 \times (2^i)$ mesh-of-trees processors in row trees at levels $2i - 1$ and $2i$, two per row at level $2i - 1$ and one per row at level $2i$. In the pyramid, above each base square there is a square with exactly $2^i \times 2^i$ processors at level $i$. Each pyramid processor in this square at level $i$ will simulate three processors from mesh-of-trees row trees at levels $2i - 1$ and $2i$ above the same base square, using an arbitrary assignment. The pyramid processors also each simulate three processors from column trees above the same base square. This mapping is based on techniques from [27], and using data movement operations there it is straightforward to show that any single step of the mesh-of-trees can be simulated in $\Theta(n/\log n)$ time. Using the $\Omega(n \log n)^{\Omega(1)}$ lower bound noted in Section III for the pyramid moving $n \log n$ items from the first column to the last, coupled with the fact that the mesh-of-trees can accomplish this in $\Theta(n \log n)$ time, shows that the best possible simulation is $\Theta(n/\log n)^{\Omega(1)}$. It seems that the mapping given here is as good as possible, and that a slightly improved use of the techniques in [27] might be able to prove this.

For the hypercube to simulate the pyramid and mesh-of-trees, the basic technique is to map each onto its base and then apply the Gray code mapping to the map the base onto the hypercube. To take advantage of the fact that processors can be adjacent in the hypercube that are images of processors not adjacent in the mesh, for the pyramid the mapping down to the base is done in a slightly altered fashion so that the neighbors will ultimately be mapped to nearby processors in the hypercube. Fig. 4 illustrates the mapping that is used to map each row or column tree down to the base, and the mapping of the pyramid into its base. Using these maps, neighbors in the mesh-of-trees are mapped to processors within $2$ of each other in the hypercube, and neighbors in the pyramid are mapped to processors within $3$ of each other, and the hypercube can simulate a step of either in $\Theta(1)$ time [28], [48].

For the mesh, pyramid, or mesh-of-trees to simulate the hypercube it seems that no mapping can be better than just arbitrarily mapping the hypercube onto the base and using the PRAM simulation result, taking $\Theta(n)$ time. While it is easy to prove that each must take $\Omega(n \log n)$ time, the author does not know of a proof that $\Omega(n)$ time is required.

Finally, for the mesh-of-trees to simulate the pyramid it again seems that a simple simulation is as good as possible. For each pyramid processor above the base, determine the base processor it maps to under locally optimal pyramid to mesh mapping, determine the mesh-of-tree processor in a column tree that would map to the same base location under the locally optimal mapping, and map the pyramid processor to this column tree processor. In [31] it is shown that the communication can be arranged so no bottlenecks occur, and the simulation time is $\Theta(n \log n)$.

Fig. 5 summarizes the simulation times obtained by the above mappings. In some cases the simulations are quite simple, but in other cases they are less so, and are complicated by the fact that there are globally optimal versus locally optimal solutions for some source/target pairs. The simulation strategy, which is the easiest way to deal with the "dusty deck" problem of converting existing algorithms from one parallel machine to another, is complicated by the fact that naive simulation of all possible communication may be significantly slower than intelligent simulation of only those portions actually used. Achieving the best possible results, even when restricted to the using
Stepwise simulation, requires that the programmer understand the algorithm.

V. IDEAL PARALLEL ALGORITHMS

In this section we examine the approach based on developing an ideal parallel algorithm for a given problem, and then mapping this to a target machine. The only restriction that we impose is that the optimal solution must be for a machine with no more than $n^2$ processors, and that each processor have only a constant amount of memory. While this approach is closely related to the simulations discussed above, it has the possibility of avoiding inefficiencies that arise when the architecture being simulated is not particularly well suited for the problem. However, it has the difficulty that there may not be any such ideal algorithm, or that there will be too many. Further, since it potentially requires developing a new mapping for each problem, to be widely useful the mapping process should be as automated as possible. Some systems for automatically finding maps are described in [7], [41].

Reduction

One of the more fundamental operations used is global reduction (or aggregation), in which each processor has some value and these are all combined to form a single result. For example, determining the average gray level of the image can be viewed as a reduction which sums up the gray levels, followed by a division by the number of pixels. Reduction can also be used for problems such as counting the number of pixels with a given property, finding the leftmost, topmost, rightmost, and bottommost black pixels, or determining if all processors have terminated. Reduction is quite simple, and illustrates the principle that generally one wants to minimize communication. It also illustrates that applying this principle is not as straightforward as one would suppose.

Summing the values in the processors will be used as a specific example of the reduction operation. The natural parallel approach to finding the sum is to find the sum of the first half, while simultaneously finding the sum of the second half, and then add the two partial sums. This directly yields a balanced binary tree approach with $n^2$ leaf nodes, which finishes in exactly $2 \log_2 n$ steps. Values start at the leaf nodes and are passed up to the parents. Each node receiving two values from its children adds them and passes up their sum. After the first step there are only $n^2/2$ numbers remaining to be added, after the second there are only $n^2/4$, etc. This is an “ideal” parallel algorithm/architecture for this problem, assuming that concurrent reads or concurrent writes are forbidden. (See [13] for faster summing algorithms on CRCW-PRAMs. If concurrent reads, or concurrent writes are forbidden then it is straightforward to show that any reduction operator must take $\Omega(\log n)$ time.)

If this ideal parallel algorithm is applied to the pyramid, one quickly sees that actually one should divide into 4 pieces, rather than 2, and that these should be the quadrants of the base. Each node will compute the sum of the numbers below it by adding together the four answers passed to it by its children. The algorithm finishes in $\log_2 n$ steps, where each step involves 3 additions. Notice that for the common row-major ordering of the base processors, the quadrants do not correspond to contiguous numbers. A naive automatic mapping technique which maps the leaf nodes of the ideal tree directly onto the base nodes of the pyramid with the same number would give a very inefficient algorithm. An efficient solution could be found automatically, but it requires that the mapping program notice that by coalescing pairs of levels in the tree together it creates a tree where each interior node has 4 children. The mapping program must also notice that the pyramid contains such a tree with the apex as its root and the base processors as the leaves, though not with the standard ordering.

Worst problems occur when trying to map onto the mesh-of-trees. Again one tries to reduce the number of partial sums remaining as quickly as possible, but doing so based on halves or quadrants does not seem to work efficiently. To combine 4 numbers stored one per quadrant in the middle of the quadrant takes logarithmic time. This would create an algorithm obeying a recurrence of the form $T(n) = T(n/2) + O(\log n)$, which gives $T(n) = O(\log^2 n)$ time to compute the entire sum. To produce a more efficient algorithm, one notices that in each row the ideal algorithm can be directly applied, finding the row sum and then moving the answer back down the tree row to place it in the leftmost base processor in logarithmic time. Now all partial sums are in the first column, where again the ideal algorithm can be applied using the column tree, completing the problem in logarithmic time. Once again, this solution might be discovered by an automatic mapping program if it mapped the top half of the tree onto the first column, and the bottom pieces of the tree onto the rows, and then identified the top of each row tree with that row’s leaf in the first column tree, but discovering such mappings seems to be beyond current mapping systems.

For the mesh, the ideal tree approach can be used but will give an algorithm which is slower than optimal by a multiplicative constant. Instead a simple approach of finding the sum in each row (and storing it in the leftmost processor), and then adding these sums along the first column, will give an algorithm requiring only $2n-1$ steps, where each step involves one addition and passing one number. Discovering a reasonable mapping of the binary tree onto the mesh is within the capabilities of automatic mapping systems [7], but the extra overhead of simulating the tree is fairly substantial when compared to the simple approach.

For the hypercube, again the ideal binary tree could be mapped onto the hypercube by coalescing nodes and mapping the resulting quotient graph onto the hypercube, but the results are not as good as can be obtained by an algorithm more natural for the hypercube. This is the "recursive
halving” approach of having each node with a high-order bit of 1 send its value to its neighbor with a high-order bit of 0. The nodes receiving a value add it to their value. The number of partial sums remaining is $n/2$, and they are all stored in a subcube of 1 smaller dimension. The process is recursively applied, taking $\lg(n^2) = 2\lg(n)$ steps, each taking a constant amount of time.

Notice that the hypercube, or at least the hypercube processors and the communication links used by recursive halving, can also be considered the ideal architecture for reduction, using only $n^2$ processors instead of the $2n^2 - 1$ used by the binary tree. However, the tree for recursive halving has a processor with degree $2\lg(n)$, as opposed to the degree 3 or less for all processors in the binary tree. Had we started with the recursive halving tree as the ideal architecture, the mappings would have been less efficient since the other architectures do not have nodes of logarithmic degree. This would have forced neighbors of the apex to be more than a constant distance away, which would force the simulation to take more than constant time per step. In the pyramid and mesh-of-trees this would make the algorithm take more than logarithmic time using a naive simulation. Thus the efficiency of simulating an ideal solution depends on the specific “ideal” architecture chosen, and on the target architecture.

**Extreme Points**

The next example is more sophisticated than reduction, but still results in significantly reducing the amount of communication used in later stages. We are interested in determining the convex hull of the black pixels, where the convex hull of a finite planar set is the smallest convex polygon containing them. It is easy to show that the corners of this polygon are points of the set. See Fig. 6. The corners, called the extreme points, are a concise representation of the convex hull. Using only them, one can determine properties such as the smallest circle enclosing the figure, a smallest rectangle enclosing the figure, the diameter of the figure, etc. [26].

![Extreme points](image)

*Fig. 6. Extreme points.*

We will consider only the problem of finding the extreme points of all black pixels, rather than of each individual object. Finding the extreme points of each object typically requires a blend of the approaches used to find the extreme points of all black pixels and to label connected components (discussed below).

One commonly used approach for determining extreme points is to use divide-and-conquer, based on the observation that if the points are partitioned then a point which is extreme for the entire set must be extreme for its partition. This is given in Algorithm 1.

**Algorithm 1 Finding Extreme Points via Divide-and-Conquer**

1. Divide the image in half by a line and find the extreme points of each half (as if each was the entire image). Call these points “candidates.”
2. Find the two lines of support between the halves and eliminating all candidates in the center between the lines of support. The remaining candidates are extreme points of the entire image.

Fig. 7 shows the lines of support that need to be determined when merging two halves. They can be determined by a logarithmic search on each side, where one step involves sending a description of one edge of the polygon on one side to the other side and determining if all pixels on the other side lie on the same side of the line as the pixels on the sending side. For example, in Fig. 7, if side A is the probe, then the reply is yes, while if side B is the probe then the reply is no. Based on this, one knows that the support line lies between A and B.

If step 2) is interpreted as requiring such a binary search, where each step requires sending a value to all processors on the other side and then collecting their replies, then step 2) involves $O(\log(n))$ searches, each taking $O(\log(n))$ time to transmit the query and collect the replies. Thus the total time for step 2) is $O(\log^2(n))$, and the total for the entire algorithm is $O(\log^3(n))$. This approach can be directly implemented by the pyramid in $O(\log^3(n))$ time, and also by the hypercube and mesh-of-trees in the same time. Further, the tree connections of the pyramid provide a perfect implementation if one alternates between vertical and horizontal separating lines to do the division in step 1).

However, if one does not insist on this reading of the algorithm then faster divide-and-conquer algorithms are possible. First, on the pyramid, hypercube, and mesh-of-trees, when a binary search is being conducted, each time a probe edge is being tested it takes logarithmic time to send the information and then collect the replies. This only uses one level of the machine at a time, so most processors are idle. One can pipeline probes, sending each over one time step after the previous one. By dividing the remaining candidate edges into a logarithmic number of pieces (instead of two), each round still takes logarithmic time, but only $O(\log(n)/\log \log(n)$ iterations are needed.

Another speedup by a factor of $\log \log(n)$ can be obtained by combining a logarithmic number of pieces together at one time, rather than two at a time. To obtain both speed-
ups one could combine $O((\log n)^{1/2})$ pieces together simultaneously, using $O((\log n)^{1/2})$ probes from each at each step. In practice, however, the greatly increased difficulty of implementing either of these speedups makes it nearly certain that they would never be used. Further, the extra overhead introduced would require that $n$ be extremely large before the $\log \log n$ factors would overcome the overhead. Because of this, from now on improvements by factors less than $\log n$ will not be discussed.

Significantly better times can be obtained if one uses only vertical separating lines instead of alternating between horizontal and vertical ones. Eventually the recursive application produces regions which are each a single column. In a column, the extreme points are the topmost and bottommost points, which can be determined by simple reduction operations, rather than the slower and more complexed general divide-and-conquer approach. Now, for each candidate in each column, two lines of support are determined. Assuming that a candidate is the topmost point in its column (with the bottommost points having a similar operation), the line of support to all candidate points to the left is determined, as well as the line of support to all candidates points to the right. For each candidate $C$, its lines of support can be found by determining maximal angles, relative to vertical with $C$ as the origin, from $C$ to any other candidate on the left and to any other candidate on the right. Finally, $C$ is an extreme point only if these lines of support from an angle less than $\pi$. This is utilized in Algorithm 2.

Algorithm 2 Extreme Points via Column Reduction and Complete Interchange

1) Determine the topmost and bottommost black pixel in each column. Call this “candidates.”
2) For each candidate, find the support line to all candidates to the right, and the support line to all candidates to the left. The candidate is extreme if and only if these support lines from an angle of less than $\pi$ (towards the object).

To implement Algorithm 2 efficiently one needs to be able to perform reductions in each column, transmit the candidates to all other columns, and then again perform column reductions. The column and row trees of the mesh-of-trees provide precisely these connections, and the entire algorithm can be completed in $O(\log n)$ time [28, 36]. Since all the reduction operations are maximums over a predetermined collection of possibilities bounded by a polynomial in $n$ (i.e., either $n$ row coordinates to find the column candidates, or over slopes which can have $O(n^2)$ values), these can be determined in $O(1)$ time on a CRCW PRAM [58]. Therefore the CRCW PRAM can complete this algorithm in $O(1)$ time, though logarithmic time would be needed if the concurrency in either the read or write was prohibited.

The mesh could simulate CRCW PRAM and mesh-of-trees algorithms in $O(n)$ time, if the stepwise simulation of the mesh-of-trees uses the global simulation or intelligently uses the local simulation. Naively using the local simulation would increase the times by a factor of $\log n$. If a stepwise simulation of the pyramid implementation of the original divide-and-conquer algorithm is performed then the times would increase to $O(n \log^2 n)$ if the global simulation is used, to $O(n \log n)$ if the local simulation is used intelligently, and to $O(n \log^2 n)$ if the local simulation is used naively.

The hypercube can simulate the mesh-of-trees implementation of the column reduction algorithm in $O(\log n)$ time, it can simulate the pyramid implementation of the divide-and-conquer in $O(\log^2 n)$ time, and it can simulate the CRCW PRAM implementation of the column reduction algorithm in $O(\log^2 n)$ time.

For the pyramid one confronts a confusing situation. If one admits concurrent reads and concurrent writes, then the CRCW PRAM provides the “natural” structure for the fastest possible algorithm. If one does not admit concurrent reads or concurrent writes, then the reduction operations are fairly naturally performed by the mesh-of-trees. Whichever of these two possibilities one adopts, applying them to the pyramid creates severe problems. If the pyramid does a stepwise simulation of the mesh-of-trees version it will take $O(n^{1/2})$ time, and stepwise simulation of the CRCW PRAM would encounter the sorting bound and take $O(n)$ time. Thus the pyramid will take significantly longer by executing the fastest parallel algorithm, as opposed to the time required using the simple initial divide-and-conquer. Similarly the mesh-of-trees will perform much slower if it does a stepwise simulation of the faster CRCW PRAM algorithm, for the communication requirements of simulating the PRAM increase the time to $O(n)$.

These observations lead us to conclude that there probably is no ideal parallel algorithm for determining extreme points, at least in the sense that simulating it gives good results on all architectures. Divide-and-conquer provides a useful starting point for developing good extrem point algorithms, but significant variations occur when one considers how to repeatedly divide (e.g., alternate horizontal and vertical, or always use vertical), when to stop using divide-and-conquer and instead apply a different technique on the small pieces (e.g., stop when it is reduced to a single column), and how many pieces can be merged together at one time (e.g., 2, or $n$). These variations significantly affect the amount of communication required. The faster column reduction algorithm has the property that it uses more communication to combine pieces together, when compared to the original version, and more communication to do the simultaneous column reductions.

While reducing communication is an important general goal in designing efficient parallel algorithms, for each architecture there is a point beyond which further reductions do not help. A slow, communication-intensive operation on one architecture, such as determining the topmost and bottommost black pixels in each column on the pyramid, may be fast and exactly matched to the communication capabilities of another architecture, such as the mesh-of-trees.

Labeling

In component labeling, each black pixel is assigned a label, where two black pixels have the same label if and only if they are connected by a path of adjacent black pixels. Two black pixels are considered adjacent if and only if they share an edge (“4-connectivity”), though with only trivial changes the same algorithms work if they are considered adjacent whenever they share a corner (“8-connectivity”). In all of the algorithms, black pixels start with a label that is the concatenation of their row and column coordinates, i.e., it is
their number in row-major ordering of the processors. At the end, all pixels in a connected component will have as their label the smallest initial label of any pixel in the component.

On a parallel computer where adjacent pixels are in adjacent processors, an extremely simple algorithm for this problem is to have each black pixel start with its row-major index as its label, and then repeatedly take as its label the minimum of its label and the label of any of its black neighbors. This process continues until no pixels change their label. In each component all pixels adjacent to the pixel with the smallest initial label receive their final label during the first execution of step 2), while those two pixels away receive their label during the second execution, and so on, where an item at internal distance \( d \) receives the label at iteration \( d \). (Given a connected object, the internal distance between two pixels in the object is 1 less than the minimum number of pixels needed to form a connected path from one pixel to the other.) If the components are small or fairly close to being convex this algorithm can work quite well, but in the worst case it can take \( \Theta(n^2) \) time since a figure may have two pixels at internal distance \( \Theta(n^2) \) (see Fig. 8).

![Fig. 8. A bad image for propagation.](image)

A much better approach is to use divide-and-conquer. Apparently the first application of this to images is in Nasimi and Sahni [33], where it is used to provide an optimal mesh algorithm. The algorithm is given in Algorithm 3.

**Algorithm 3 Divide-and-Conquer Component Labeling**

1. Initially each pixel starts with its row-major index as its label.
2. If the image is \( 1 \times 1 \) then the algorithm is finished, otherwise divide the picture into quadrants and label the components in each quadrant, ignoring adjacent pixels in other quadrants. (This is a recursive call to the algorithm starting at Step 2.)
3. Combine adjacency information from along the boundaries of the quadrants to decide on the final labels of all components lying in more than one quadrant.
4. Correct the labels of components lying in more than one quadrant.

Fig. 9 shows the labels as they might be assigned by the end of step 2). Notice that the only components which can have more than two labels are those lying in more than one quadrant. This means that step 3) uses only the adjacency information from pixels along the borders of the quadrants, instead of the entire image. This use of a restricted amount of data is crucial in obtaining the desired speed.

![Fig. 9. Labels assigned in quadrants.](image)

In step 3), determining the labels by using the border information is the connected components problem for undirected graphs. This subproblem can be solved in a great many ways. For example, one could construct an adjacency matrix, and use a parallel version of Warshall’s algorithm to compute the connected components [61]. This would take \( O(n) \) time, and could be accomplished in this time by any of the architectures discussed herein, based on Van Scoy’s \( O(n) \) time mesh implementation [60]. For most of the architectures, significantly faster solutions can be found by using algorithms based on keeping the graph in the form of a collection of edges, rather than an entire adjacency matrix, since the number of edges is \( O(n) \) while the adjacency matrix may have \( \Theta(n^2) \) entries. Edge-based algorithms have the disadvantage that their communication follows a very irregular, data-dependent pattern, compared to the elegant communication pattern used in Van Scoy’s algorithm, but they compensate by having significantly faster asymptotic times. Most efficient parallel edge-based algorithms are based on variations of Solvin’s serial algorithm, which starts with each vertex being a separate “club” and repeatedly merges adjacent clubs together until each component is a single club. This can be implemented in \( \Theta(\log n) \) time on a CRCW PRAM [44], and in \( \Theta(\log^2 n) \) on a EREW PRAM by simulating the CRCW PRAM algorithm. Mesh implementations of a variant of this finish in \( \Theta(n) \) time [38], but a stepwise simulation of the CRCW PRAM algorithm would take an extra factor of \( \log n \).

Implementing the divide-and-conquer algorithm on the mesh, using either the adjacency matrix or the efficient edge-based algorithm for the graph subproblem in step 3), yields an algorithm obeying the recurrence \( T(n) = T(n/2) + \Theta(n) \), giving \( T(n) = \Theta(n) \) [33]. Implementing on the mesh-of-trees, if Van Scoy’s algorithm is used then the time is again \( \Theta(n) \), but if a stepwise simulation of the CRCW PRAM algorithm is used for step 3) then the time satisfies the recurrence \( T(n) = T(n/2) + \Theta(\log^2 n) \), giving \( \Theta(\log^2 n) \) time. Here a critical fact is that the CRCW PRAM is solving a problem on only \( n \) edges, and can finish in logarithmic time using only \( \Theta(n) \) processors. Therefore the mesh-of-trees can simulate each PRAM step in logarithmic time, rather than the \( \Theta(n) \) time needed to simulate \( \Theta(n^2) \) PRAM processors. Similar comments and timings hold for the hypercube. However, by dividing into \( \log n \) pieces instead of 4, the divide-and-conquer approach can yield a hypercube implementation taking \( \Theta(\log^3 n) \) time [14, 29].

For the pyramid the time requirements are more complicated. The best way to simulate \( n \) PRAM processors is to simulate them on the middle level of the pyramid, which is a mesh of \( n \) processors. There the graph labeling subproblem could be completed in \( \Theta(n^{1.5} \log n) \) time, but if
instead the optimal mesh algorithm is used it is completed in $O(n^{1/3})$ time. Moving the data to the middle level, and the answers back down again, can also be accomplished in $O(n^{1/3})$ time [27], so the entire algorithm satisfies a recurrence of the form $T(n) = T(n/2) + O(n^{1/3})$, giving $T = O(n^{1/3})$. This algorithm is optimal for the pyramid, as can be seen by considering Fig. 10. In the image $X$'s indicate pixels which

![Image of an image requiring extensive communication.](Image)

**Fig. 10.** An image requiring extensive communication.

may or may not be black. Two adjacent $Y$'s will have the same label if and only if the $X$ in the intervening row is black, and hence in constant time after the labeling is finished the $Y$'s can determine if the intervening row is black. Since this data movement requires $O(n^{1/3})$ time (see Section III), component labeling must take $O(n^{1/3})$ time. Notice that the implementation which finishes in this time is not a simulation of any one ideal architecture, but instead moves the data around to achieve the best simulation of a good architecture for a single step (PRAMs along the borders of the quadrants). This is far beyond the capabilities of any automatic mapping system, and would be very difficult for most programmers.

For a CRCW PRAM, the divide-and-conquer algorithm will give a recurrence of the form $T(n) = T(n/2) + O(\log n)$, which is $O(\log^2 n)$. If instead the pixels are just thought of as vertices, with an edge between two of them only if they are adjacent black pixels, then directly applying the graph component labeling algorithm, with no use of divide-and-conquer, will finish in $O(\log n)$ time. Similarly a EREW PRAM would give a time of $O(\log^2 n)$ if the divide and conquer algorithm is used, or $O(\log n)$ if the entire image is viewed as a single graph. A significantly different EREW PRAM algorithm finishes in $O(\log n)$ time, utilizing properties of the planar nature of the image [2].

Once again, we have the situation that if the fastest algorithm, the CRCW PRAM single-graph version, is simulated by some of the architectures then they will end up with far slower implementations than they can obtain from the original divide-and-conquer. On the mesh, pyramid, or mesh-of-trees the time would increase to $\Theta(n \log n)$, and on the hypercube it would increase to $\Theta(n^{1/3})$. Even if one ignores the single-graph CRCW PRAM solution, there remains the problem of identifying the best architecture for the original divide-and-conquer algorithm. Many programmers would just decide that it is too complicated a problem and choose the PRAM of $n^2$ processors, but then the simulation time jumps up to the time required to sort. A more tractable possibility is to have tree of PRAMs, where the root is a PRAM with $O(n)$ processors identified with borders of the quadrants. Descendants are smaller PRAMs identified with branches of the recursive subdivisions, with different levels in the tree communicating through connections between processors corresponding to the same pixel in different subdivisions. This is a rather formidable ideal architecture which is actually what is utilized in Algorithm 3, but it is unlikely that programmers will feel comfortable using it and it is not at all clear that any automatic mapping system will be able to do a decent mapping of it in the near future.

VI. DATA MOVEMENT OPERATIONS

As the above examples have shown, moving data is a critical part of algorithms. The movement of data to the middle level mentioned in the pyramid implementation of labeling is a significant operation, and in fact similar movement was needed in the other non-PRAM architectures. For example, the mesh-of-trees implementation needs to move the information to the diagonal processors, and then it can efficiently simulate the PRAM graph algorithm for $n$ processors. Such movement is not part of PRAM algorithms, but is critical for efficient implementations on parallel architectures with fixed interconnections. Further, the question of where the data is moved to is highly dependent on the architecture.

Since the data movement is critical in determining the efficiency of implementing algorithms, one approach is to make such movement much more explicit. This enables one to directly confront the problems of optimizing the movement. It also introduces the possibility of reusing previously developed implementations of common movement operations, much as one might reuse a mapping. For example, one might loosely express the column reduction algorithm for convex hulls as in Algorithm 4.

**Algorithm 4 Extreme Points via Column and Crossproduct Reductions**

1) In all columns $c$ simultaneously, $0 \leq c \leq n - 1$, use reduction to determine the location of the topmost black pixel $t(c)$ (the reduction operation is maximum) and bottommost black pixel $b(c)$ (the reduction operation is minimum). In a column with no black pixels, set $t(c) = -\infty$ and $b(c) = +\infty$. Create records $(c, t(c))$ and $(c, b(c))$.

2) Move the $n$ records containing $t$ values, $t$ from each column, to locations where crossproduct reduction can be efficiently determined.

3) Using crossproduct reduction, for all $c$ simultaneously determine

$$L(c) = \max \{ \text{slope of the line through } (c, t(c)) \text{ and } (d, t(d)): d < c \} \quad \text{and}$$

$$R(c) = \min \{ \text{slope of the line through } (c, t(c)) \text{ and } (d, t(d)): d > c \}$$

Then $t(c)$ is an extreme point if and only if $L(c) > R(c)$.

4) Complete steps similar to 2) and 3) for the $b$ values.

The reduction operation used there has been discussed previously. For the crossproduct reduction one has a set $S$ of values, a function $f$ defined on pairs of elements of $S$, an operation $\cdot$ over the values of $f$, and wants to compute $F(s) = \{ f(s, t): t \in S \}$ for all $s \in S$. Some uses of the crossproduct operation appear in [27].
Since operations such as reduction and crossproduct reduction are useful in many algorithms, they can be optimized for a given architecture, and then used repeatedly. For example, the pyramid can implement rowwise reduction and a crossproduct reduction over $O(n^2)$ items in $O(n^2)$ time [27], and therefore can implement this algorithm in $O(n^2)$ time. While this is not as fast as the original divide-and-conquer, it is far better than simulating the CRCW PRAM implementation.

Data movement operations that have been suggested include reduction, broadcasting, multicasting (simultaneous broadcasts with different groups), concurrent read and write with specified tie-breaking procedures in the case of concurrent writes, sorting, crossproduct reduction, matrix multiplication, and prefix (in which there is a semigroup operation $*$, each processor $i$ starts with some value $v_i$ and ends up with the value $v(0) v(1) \cdots v(i-1) [4], [21], [23], [27], [29], [33]$. More specialized data movement operations include matrix transposition, sparse matrix read (reduction over all rows simultaneously), list ranking (in which items are on a linked list and the problem is to determine their order position on the list), and path compression (in which items are in an upward directed tree and the problem is to have each determine the root of the tree it is in) [13], [20], [29], [33].

Use of data movement operations is fairly natural, in that one develops programs as a sequence of operations, and in fact they may be implemented as a sequence of procedure calls. Data movement operations are used much as data structures are used in serial computers. The data movement approach also decreases the emphasis on identifying the best possible architecture for an algorithm, and hence decreases the inefficiencies that arise due to inappropriate simulations. For example, the mesh-of-trees will directly implement this algorithm in $O(\log n)$ time, and it is irrelevant that a CRCW PRAM can perform the reductions (including the reduction in crossproduct reduction) in constant time.

Use of data movement operations creates some problems, however. Because operations can sometimes be much faster if only a little data is involved, the operations and their implementations tend to proliferate to match different situations. For example, one needs not only reduction, but simultaneous reduction over rows, and perhaps simultaneous reduction over quadrants. One also needs to know how to simulate $n$ PRAM processors, as well as how to simulate $n^2$. It seems that each new architecture introduces new special cases which can be exploited. The more algorithms become highly tailored to exploit this, the less general they become and the more they resemble a direct implementation on a given architecture.

VII. Final Remarks

As was noted in the introduction, the mapping of algorithms to architectures can occur at many levels. In general, the higher the level the more likely that an efficient algorithm can be obtained, though at the cost of more programmer effort to develop the implementation for a specific machine. General paradigms are quite useful guides, but provide little specific information concerning a given problem and how to solve it on a given architecture. At the opposite end of the spectrum, code generated for a specific machine may require extensive modifications for another machine of nearly identical architecture. For example, code for an MIMD hypercube may need extensive revision to be usable on a SIMD hypercube. Such retargeting may involve a great amount of detailed work, but should be easier to automate (or semi-automate) than the mappings across architectures considered here.

When transferring algorithms between different architectures, the simplest approach is to develop a simulator of the source architecture on the target architecture, and then use stepwise simulation. If many algorithms had been developed on the source architecture, then by developing a single simulator they all become available on the target architecture. One problem with this approach is that the algorithm may have already lost efficiency in being implemented on the source architecture, and the simulation overhead just compounds this. Another problem is that stepwise simulation may be slower than necessary if the algorithm does not use all the communication links of the source architecture at each step. In this situation an intelligent locally optimal simulation may be superior to a globally optimal one.

One possibility above the level of source-to-target simulations is to map ideal algorithm/architecture solutions onto target architectures. Since each algorithm may have a different ideal architecture, either the programmer must develop a mapping for each algorithm, or else procedures are needed to help automate the mapping. While this has achieved some attention, it does not always produce good results. As the reduction example showed, automatically achieving a good mapping of one regular architecture onto another is a nontrivial problem, though current systems can achieve some success on simple mappings [7]. Further, the notions of "ideal" algorithms or "ideal" architectures for an algorithm do not seem as clear as one would initially think. The reduction example showed that there might be two ideal architectures for a single algorithm, and the choice made a difference when simulated on other machines. The extreme point labeling examples showed that it is unlikely that there is any ideal algorithm for them. Ideal in the sense of being fastest is not ideal in the sense of being fastest to simulate.

Another approach is to develop algorithms in terms of data movement operations, and then provide efficient implementations of these on the target architecture. These make the data movement more explicit and easier to optimize, and if sets of generally useful data movement operations can be distilled then they need to be implemented only once on each target machine, and then can be used for multiple problems. Unfortunately, efficient implementations depend on the amount of data involved, as well as the architecture involved, so actually a collection of implementations may be needed for each operation/architecture pair. Selecting a proper implementation requires that extra information be known about the amount of data involved, which complicates their use and requires more of the programmer.

Even the data movement approach does not completely solve the problem of mapping algorithms onto architectures. The data movement capabilities of architectures vary significantly, and it appears to be impossible to write an algorithm in terms of data movement operations and have it yield optimal, or nearly optimal, implementations on all
architectures. As the extreme point example showed, the fastest parallel algorithm, even with a data movement approach, will yield a poor solution on the pyramid, and similarly the fastest parallel algorithm for labeling (the CRCW PRAM single-graph algorithm) will yield a poor solution on the pyramid and mesh-of-trees.

One fundamental difficulty with a data movement approach is that operations that take approximately the same time on one machine may be vastly different on another. For example, a EREW PRAM will take $O(n)$ time to find the sum of $n$ numbers, to find the sum in each row of an $n \times n$ array of numbers, or to sort $n$ numbers. A hypercube will take $O(\log n)$ time to find the global or row-wise sums, and the best known sorting algorithm takes $O(\log^2 n)$ time. A mesh-of-trees will take $O(\log n)$ time to find the global or row-wise sums, but $O(n)$ time to sort. A pyramid will take $O(\log n)$ time to find the global sum, $O(n\log n)$ time to find the row-wise sums, and $O(n)$ time to sort, while the mesh will take $O(n)$ time to perform all three. Suppose a programmer devises two algorithms $A$ and $B$ which are nearly identical but, say, $A$ uses a sort and global sum, while $B$ replaces this with $\log n$ iterations of rowwise sums. On the PRAM or mesh $A$ is better, on the mesh-of-trees and pyramid $B$ is preferred, and on the hypercube they have the same times (at least, as measured in general $O$-notation).

It seems impossible to write nontrivial algorithms which take such variations into account and yield an efficient implementation on each architecture. The data movement approach seems to give a decent implementation of an algorithm on a specified architecture, but cannot eliminate the fundamental difficulty that the communication demands of the algorithm may be poorly matched to the communication capabilities of the architecture.

Problems which are as hard as sorting may be somewhat more amenable to general use of PRAM simulation or the data movement approach. For example, given $n^2$ planar points, determining their extreme points takes $O(n^2\log n)$ time on a serial computer [63] (and this time can be achieved), and it can be accomplished in $O(\log n)$ time on a EREW PRAM [30]. (CRCW PRAM algorithms finishing in this time appeared in [1], [3].) Stepwise simulation of this will provide a hypercube implementation taking $O(\log^2 n)$ time, and mesh-of-trees, pyramid, and mesh implementations taking $O(n \log n)$ time. While each of these architectures can solve the problem faster by a factor of $\log n$ [30], the relative inefficiency is much less than that encountered on the extreme points example for image data. As another example, given two points $(x_1, y_1)$ and $(x_2, y_2)$ in the plane, say that the first dominates the second if $x_1 \geq x_2$ and $y_1 \geq y_2$. Given a set of planar points, the maximal points are those that are not dominated by any other. Atallah and Goodrich [4] have given a data movement operation algorithm for determining maximal points which is optimal for all architectures considered here: first sort the points into decreasing order by their $x$ coordinates, breaking ties in decreasing order of their $y$ coordinates. Then use prefix to determine for each point the largest $y$ coordinate of any point in a preceding processor. A point is maximal if and only if its $y$ coordinate is larger than this value.

However, the use of sorting should have little relevance for vision, particularly for the lower-level operations. While the algorithms in Section V involve extensive data movement, they require significantly less than is involved with sorting all the data. Once the image data is reduced to a representation as a set of points or a graph, the remaining steps may be as communication-intensive as sorting, but the amount of data involved is far less than the number of pixels and the movement can be performed more quickly. Quickly reducing the amount of data, and utilizing locality of information exchange, is critical for efficient vision algorithms. These features lead researchers to propose and utilize image processing architectures such as the pyramid and mesh-of-trees, despite the fact that they are no better than the mesh when they must sort $n^2$ values. An important exception to the principle of data locality occurs with extensive image rotation or warping, which require significant communication.

Because reducing the amount of data plays such an important role in vision, and because the communication capabilities of architectures vary widely, it is difficult to see how vision algorithms can be easily mapped to varied architectures and provide efficient implementations. If PRAMs with thousands of processors could be built to perform with acceptable speed then this would not be needed, and we would have only the (major) problem of determining how to write efficient vision algorithms for PRAMs. However, for quite some time it will be true that to achieve high performance one must take into account the location of data, even in pseudo-PRAM machines such as the RP3 or Connection Machine [35], [52]. Further, many vision applications, such as real-time navigation, place severe performance demands on vision systems. Use of simulations, or data movement operations, can be helpful in many algorithm mapping cases, but not in all. For the foreseeable future programmers solving vision problems with high performance requirements will need to both understand the problem and the architecture in order to develop efficient algorithms.
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