
Interdependence quantification for compositional control synthesis with
an application in vehicle safety systems

Stanley W. Smith, Petter Nilsson, Necmiye Ozay

Abstract— Composing controllers designed individually for
interacting subsystems, while preserving the guarantees that
each controller provides on each subsystem is a challenging
task. Motivated by this challenge, we consider in this pa-
per the problem of synthesizing safety controllers for linear
parameter varying subsystems, where the system matrices of
each subsystem depend (possibly nonlinearly) on the states of
the other subsystems. In particular, we propose a method for
synthesis of controlled invariant sets and associated controllers,
that is robust against affine parametric uncertainties in the
system matrices. Then we show for certain classes of parameter
dependencies how to quantify the uncertainty imposed on the
other subsystems by convexifying, with an affine map, the
effects of these parameters. An analysis of this quantification
is provided. In the second part of the paper, we focus on
an application of this method to vehicle safety systems. We
demonstrate how controllers for lane-keeping and adaptive
cruise control can be synthesized in a compositional way
using the proposed method. Our simulations illustrate how
these controllers keep their individual safety guarantees when
implemented simultaneously, as the theory suggests.

I. INTRODUCTION

Engineering complex systems consisting of several inter-
acting subsystems is a challenging task. Recent delays in
the delivery of new generation aircraft and safety recalls
for cars due to software bugs are indications of some of
the challenges in system integration [16], [9]. Due to the
high complexity of these systems, it is not possible to
employ monolithic design tools that take into account all
the interactions and specifications at once. Therefore, com-
positional design methodologies with correctness guarantees
are needed.

Assume-guarantee reasoning and contract-based design
are proposed as principled means for analysis and synthe-
sis of complex systems in a compositional way [7], [3],
[15]. The main idea in these approaches is to capture the
interactions between subsystems in terms of formally stated
assumptions and guarantees. The particular assumption-
guarantee formalism depends on the type of specifications
the system has to satisfy. For instance, the assumptions
and guarantees could be given as automata [7], temporal
logic formulas [15] or supply/demand rates [10]. Inspired by
these ideas, in this paper, we propose a compositional safety
control synthesis method where assumptions and guarantees
are given in terms of polyhedral sets that are controlled
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invariant [5]. Set invariance is widely used for imposing
safety in control systems [5] and we leverage a fixed point
based characterization of invariant sets (e.g., [4], [6]) in this
work.

In particular, we consider two subsystems, each with linear
parameter varying models, where the parameters affecting
the dynamics of a subsystem are the states of the other
system. When the parameter dependence is affine and the pa-
rameters are constrained in a pre-specified polyhedral set, we
present fixed point operations that can be applied separately
to each subsystem in order to compute invariant sets. When
the parameter dependence is through a nonlinear function
but this function satisfies certain convexity or monotonicity
conditions, we show how to compute a new dynamical model
that is affine in a new set of parameters and that covers the
effects of the original parameters on the original dynamics.
Specifically, we show that there is no conservatism in such a
covering when the constraint set of the new parameters is the
convex hull of the image of the original parameter set through
the nonlinear function. Note that this covering quantifies the
effects of one subsystem over the other one. Therefore, a
controlled invariant set that is robust against such parametric
uncertainty is guaranteed to remain invariant as long as the
other subsystem constrains its states to its pre-specified safe
set.

In the second part of the paper, we focus on an application
of these ideas to advanced safety and driver assistance
systems, a path towards autonomous driving. We consider
two subsystems: an adaptive cruise control (ACC) subsystem
and a lane keeping (LK) subsystem. The ACC subsystem is
responsible for tracking a desired speed or following a lead
car while maintaining a certain distance to the lead car. The
LK subsystem is responsible for keeping the vehicle in the
lane. Although the states, control inputs and specifications
are separate for these two subsystems, the longitudinal
dynamics of the vehicle are not independent of its lateral
dynamics and vice versa [18], [13], [1]. For instance, it is not
possible for the LK subsystem to guarantee that the vehicle
does not violate the lane boundary constraints from certain
initial conditions, within its actuator limits, at very low
forward speeds. Similarly, if the ACC subsystem does not
make any additional assumptions on the operation of the LK
subsystem, it cannot guarantee that a lead vehicle or desired
speed is persistently tracked within a given bound. We first
specify the requirements for each of these systems in terms
of polyhedral safe sets and then compute the effects of each
subsystem dynamics onto the other. Finally we separately
synthesize controlled invariant sets and associated controllers



for each subsystem and demonstrate the effectiveness of
the proposed method via simulations where safety-enforcing
controllers are implemented simultaneously.

In Section II below, we introduce notation and certain
monotonicity concepts. Then we state the problem we seek
to solve in Section III, and present our solution in Section IV.
We illustrate the approach in Section V with an application
to a LK and ACC system, before concluding the paper in
Section VI.

II. PRELIMINARIES

A. Notation

For two sets A and B, their Minkowski sum is denoted
by A ⊕ B := {a + b : a ∈ A, b ∈ B}. The Minkowski
difference, denoted A	B, is the maximal (w.r.t. inclusion)
solution of X⊕B = A. The infinity-norm ball around a with
radius r will be denoted as B∞(a, r) := {b : ‖a− b‖∞ ≤ r}.
For a mapping f : Rn → Rm, the image of A ⊂ Rn is
f(A) := {f(a) : a ∈ A} ⊂ Rm, and the pre-image of
B ⊂ Rm is f−1(B) := {x ∈ Rn : f(x) ∈ B}.

We will denote the k-simplex as ∆k := {α ∈ Rk+ :∑k
i=1 αi = 1}. The convex hull of a set A can then be

written as

Conv(A) :=
⋃
k≥1

{
k∑
i=1

αiai, α ∈ ∆k, ai ∈ A ∀ i

}
.

If the set A is finite, i.e. A = {a1, . . . , ak} for some k ∈ N,
the convex hull is Conv(A) =

{∑k
i=1 αiai : α ∈ ∆k

}
.

B. Monotonicity

We will leverage the concept of monotonicity to find over-
approximations of set images. Monotonicity is defined with
respect to a given cone, which is a set K ⊂ Rn such that
x, y ∈ K implies x + y ∈ K, and such that x ∈ K implies
αx ∈ K for all scalars α ≥ 0. A cone K induces a partial
ordering ≤K on Rn given by

x ≤K y ⇐⇒ y − x ∈ K.

An interval with respect to a cone K is a set X for
which there exist extreme points x−, x+ ∈ X such that
x− ≤K x ≤K x+ for all x ∈ X . We denote the intervals by
[x−, x+]K , and omit the cone K and write [x−, x+] when
K is clear from the context. For instance, when the cone
K corresponds to one of the orthants in Rn, intervals are
essentially hyper rectangles. Note that intervals are convex
sets.

Given two cones K1 ⊂ Rn and K2 ⊂ Rm, we say that
a function f : Rn → Rm is monotone on the set X with
respect to K1 and K2 if for all x, y ∈ X , x ≤K1 y implies
that f(x) ≤K2 f(y).

Evidently, monotone functions preserve intervals. In par-
ticular, suppose f is monotone on X with respect to
the cones K1 and K2 and consider an interval Y =
[y−, y+]K1

⊂ X . Then

f(Y ) ⊂ [f(y−), f(y+)]K2
. (1)

This fact will be exploited later in the paper to find convex
over-approximations of the image f(Y ).

III. PROBLEM FORMULATION

For simplicity of the notation, we state the problem we
seek to solve for two interdependent subsystems, however, it
is possible to extend the ideas in this paper to an arbitrary
number of subsystems. Consider a dynamical system with
states x = [xᵀ1 , x

ᵀ
2 ]ᵀ, split into two components correspond-

ing to the states of the individual subsystems. We assume
that the dynamics of the overall system is of the following
form:

x+1 = A1(x2)x1 +B1u1 + F 1(x2),

x+2 = A2(x1)x2 +B2u2 + F 2(x1),
(2)

where each subsystem i ∈ {1, 2} is affine in its own states
xi; and its system matrices depend (possibly nonlinearly) on
the other system’s states xj , j 6= i. We further assume that
the inputs ui and the states xi are constrained to polyhedral
sets U i and Xi, respectively. The problem we seek to solve
can be formally stated as follows.

Problem 1: Given a system of the form (2) together with
input and state constraints for each subsystem, find sets Ci ⊂
Xi such that

∀xi ∈ Ci, ∀xj ∈ Cj j 6= i, ∃ui ∈ U i : x+i ∈ C
i, (3)

for each i ∈ {1, 2}.
Before proceeding to provide an approach to solve this

problem, a few remarks regarding the existence and non-
uniqueness of the solutions are in order. Note that if we
can find a pair of inputs (ue1, u

e
2) ∈ U1 × U2 that renders

(xe1, x
e
2) ∈ X1 ×X2 an equilibrium point for the dynamics

(2), then the singleton sets C1 = {xe1} and C2 = {xe2}
constitute a solution to Problem 1. As a consequence of the
Brouwer fixed point theorem and certain continuity results
[2], existence of such an equilibrium is also a necessary
condition for Problem 1 to have a solution.

On the other hand, given that a solution exists, it is
desirable to find a solution where each Ci is as large as
possible to increase the number of initial states from where
invariance of the Xi’s can be enforced. However, a larger C1

potentially implies a smaller C2 since subsystem 2 needs
to tolerate more uncertainty in its system matrices as C1

gets larger; and vice versa. Therefore, in general, there is
no unique globally maximal solution in the sense of set
inclusion. Any solution can be thought of as an assume-
guarantee contract, where one can think of Ci’s as contracts
each subsystem is promising to the other. Along this analogy,
we develop an approach that decouples the computation
of invariant sets, where we start with promises from each
subsystem and seek invariant sets for subsystems separately;
and we exchange information if the promises cannot be met.

IV. APPROACH

We propose a solution to Problem 1 based on polyhedral
sets that are controlled invariant for families of systems. The
synthesis problem is symmetric with respect to the system
index i ∈ {1, 2}, we therefore restrict attention to a single



parametric subsystem. In the following, we first describe
how polyhedral controlled invariant sets are computed for
affine systems, and then extend the computation to families
of affine systems. Subsequently, we describe two methods
to find over-approximations of parametrized systems in the
form of families of affine systems. We then piece these parts
together in Section IV-D to obtain an algorithm that solves
Problem 1.

A. Polyhedral Controlled Invariant Sets

In order to introduce invariant set computations for affine
systems, we consider discrete-time affine systems of the form

S :

{
x+ = Ax+Bu+ F,

u ∈ U.
(4)

Definition 1: The one-step backwards reachability opera-
tor of a set X under dynamics S is

PreS(X) := {x : ∃u s.t. Ax+Bu+ F ∈ X}. (5)

In the case when the sets X and U are polyhedra, i.e., are
defined by linear inequalities X = {x : Hxx ≤ hx} and
U = {u : Huu ≤ hu}, PreS(X) can be computed as the
projection of a polyhedron in x− u-space according to

PreS(X) =
{
x : ∃u s.t.

[
HxA HxB
0 Hu

]
[ xu ] ≤

[
hx−HxF

hu

]}
.

Later, we are interested in establishing safety guarantees
when systems are composed. Safety is immediately related
to the concept of controlled invariance, which is defined as
follows.

Definition 2: A set X is controlled invariant under the
dynamics S if for all x ∈ X there exists a u ∈ U such that
Ax+Bu+ F ∈ X .

If a set X is controlled invariant, a controller can guarantee
that states outside of X are never reached, thus fulfilling
a safety specification. An important problem is to find
a controlled invariant set contained in a given safe set.
Given the one-step backwards reachability operator PreS ,
the iterations C0 = Y , Ck+1 = Y ∩ PreS(Ck) will result
in a monotonically decreasing (w.r.t. set inclusion) sequence
of sets that converges to the maximal controlled invariant set
contained in Y [4]. However, the iterations may not converge
in a finite number of steps and if the algorithm is terminated
early, the result is not controlled invariant. To overcome this
limitation, the iterations can be “robustified” as

C0 = Y,

Ck+1 = Y ∩ PreS(Ck 	 B∞(0, ε)).
(6)

It can be shown that for any ε > 0, these iterations will
produce a controlled invariant inner approximation of the
maximal controlled invariant set in a finite number of itera-
tions [6]. Since the inner approximation is itself controlled
invariant, it can be used to implement a controller that
guarantees safety. The tightness of the inner approximation
will increase as ε decreases, the paper [6] contains an
algorithm that estimates the maximal ε needed to achieve
a given approximation error.

Remark 1: For brevity, we consider systems of the form
(4) in this paper. However, the Pre operator, and hence also
the invariant set algorithm, can be augmented in order to treat
systems with disturbances, piecewise linearities, and state-
dependent input constraints [12].

B. Extension to systems with uncertain A,F matrices

In the following, we extend the invariant set algorithm to
finite families of discrete-time linear systems {Si}i∈I , where
for each i ∈ I ,

Si :

{
x+ = Aix+Bu+ Fi,

u ∈ U.
(7)

We will be interested in all convex combinations of systems
in {Si}i∈I , which is a concept that warrants a precise
definition.

Definition 3: Consider the set C of pairs (A,F ) defined
as follows

C :=

(A,F ) :

∃α ∈ ∆|I| s.t. A =
∑
i∈I

αiAi,

F =
∑
i∈I

αiFi

 .

Then, the convex hull of {Si}i∈I , is defined as the collection
of systems

Conv ({Si}i∈I) :=

{
x+ = Ax+Bu+ F

u ∈ U
, (A,F ) ∈ C

}
.

Analogous to Definition 1, we define a backwards reachabil-
ity operator for families of systems.

Definition 4: The one-step backwards reachability opera-
tor of a set X of a family {Si}i∈I of systems is

Pre{Si}i∈I (X) :={x : ∀(Ai, Fi)
∃ui ∈ U s.t. Aix+Bui + Fi ∈ X}.

It directly follows from the definition that Pre{Si}i∈I (X) can
be computed as

Pre{Si}i∈I (X) =
⋂
i∈I

PreSi(X). (8)

Now, in order to compute invariant sets for families of
systems, it suffices to replace the single-system Pre operator
in the iterations (6) with its counterpart for families of
systems given in (8).

Due to linearity, we can show that only the extremal
systems (i.e., systems that are not linear combinations of
other systems) in a family {Si}i∈I will affect the backwards
reachable set. As a consequence, “over approximating” a
family {Si}i∈I with Conv({Si}i∈I) does not introduce
conservatism in the invariant set computation.

Proposition 1: Given a convex set X , we have x ∈
Pre{Si}i∈I (X) if and only if x ∈ PreS(X) for all S ∈
Conv ({Si}i∈I).

Proof: The “if” direction is trivial, therefore we only
prove the “only if” direction. Assume x ∈ Pre{Si}i∈I (X).
By assumption, there exist u1, u2, . . . , u|I| such that Aix+
Bui + Fi = x′i ∈ X . Let S ∈ Conv ({Si}i∈I). Then there



exists α ∈ ∆|I| such that the system matrices of S can be
written as A =

∑
i∈I αiAi and F =

∑
i∈I αiFi. Choose

u =
∑
i∈I αiui. Then,

x′ = Ax+Bu+ F =

(∑
i∈I

αiAi

)
x+B

∑
i∈I

αiui +
∑
i∈I

αiFi

=
∑
i∈I

αi (Aix+Bui + Fi) =
∑
i∈I

αix
′
i.

Since X is convex and each x′i ∈ X , the result x′ is also an
element of X , proving x ∈ PreS(X).

Remark 2: Above, we assumed that the B matrices are
equal for all systems Si, which enables the convexity argu-
ment in the proof of Proposition 1. In the case the systems
have different B matrices, Proposition 1 does not hold.
However, if Pre{Si}i∈I is re-defined so that instead of for
each i ∈ I finding some ui such that Aix + Bui + Ki ∈
X , the quantifiers are switched and a single u such that
Aix + Biu + Ki ∈ X for all i ∈ I is computed, then the
result in Proposition 1 holds also for families with distinct
B matrices.

C. Finding convex over-approximations of matrices
We now give algorithms that for a given parametrized

system x+ = A(v)x + Bu + F (v) and a set of V ⊂ Rp
of parameters, computes a finite family of systems {Si}i∈I
such that the original system is a member of Conv ({Si}i∈I)
for all parameter values in the set V .

We assume that we are given a finite collection {fj}qj=1 of
q non-constant functions fj : V → R, linearly independent
on V , such that A(v) and F (v) can be represented as A(v) =
A0+

∑q
j=1Ajfj(v) and F (v) = F0+

∑q
j=1 Fjfj(v), where

Aj and Fj are constant matrices for all j = 0, . . . , q. Note
that such a collection always exists and has at most n2 + n
elements if x ∈ Rn, but q can in general be much smaller
than n2 + n. Define the function f : V → Rq such that

f : v 7→ [f1(v) f2(v) . . . fq(v)]ᵀ. (9)

Next, we argue that finding a finite family of systems {Si}i∈I
such that the original system is a member of Conv ({Si}i∈I)
for all parameter values in the set V is equivalent to finding
a convex hull that covers the image f(V ).

Theorem 1: Suppose that f is defined as in (9), and fur-
thermore that there exist {ci}i∈I , ci ∈ Rq such that f(V ) ⊂
Conv ({ci}i∈I). Then a family {Si}i∈I of systems can be
constructed such that S : x+ = A(v)x+Bu+ F (v), u ∈ U
is in Conv ({Si}i∈I) for all v ∈ V .

Proof: For all v ∈ V , S can be written as

x+ = A(v)x+Bu+ F (v) =(
A0 +

q∑
j=1

Ajfj(v)
)
x+Bu+ F0 +

q∑
j=1

Fjfj(v).

Since f(V ) ⊂ Conv ({ci}i∈I), there is an α ∈ ∆q such that
f(v) =

∑
i∈I αici. Let ci = [ci,1, . . . , ci,q]

ᵀ. Then, fj(v) =∑
i∈I αici,j for all j = 1, . . . , q. Therefore,

A(v) = A0+

q∑
j=1

Aj
∑
i∈I

αici,j , F (v) = F0+

q∑
j=1

Fj
∑
i∈I

αici,j .

Define, for all i ∈ I , Si : x+ = Āix+Bu+F̄i, u ∈ U , where
Āi = A0 +

∑q
j=1Ajci,j and F̄i = F0 +

∑q
j=1 Fjci,j . Then,

it is clear that S ∈ Conv ({Si}i∈I) as A(v) =
∑
i∈I αiĀi

and F (v) =
∑
i∈I αiF̄i.

This theorem essentially tells us that in order to tightly
cover the dynamics of the parametrized system, the convex
hull of f(V ) is required. Before discussing some techniques
for computing the convex hull of f(V ), some remarks are
in order. When Conv(f(V )) is a polyhedron (i.e., it can
be described as the convex hull of finitely many vertices),
the Pre operator of the parametrized system can be exactly
computed by Proposition 1. In general, when Conv(f(V ))
is not a polyhedron, it can be outer approximated to arbi-
trary precision by a polyhedron, which results in an inner
approximation of the backwards reachability operator Pre
for the parametrized system. The fixed point iterations (6)
return a (non-maximal) controlled invariant set also when
inner approximations of Pre are used, which makes outer
approximations of Conv(f(V )) useful in practice.

Next we discuss two explicit techniques for computing an
over-approximation of Conv(f(V )) when f and V satisfy
certain conditions.

1) Convex-hull computation with monotone functions:
In this section, we present a method for computing an
over approximation of Conv(f(V )) when f satisfies certain
monotonicity conditions and V is a hyper rectangle. A simple
condition to verify monotonicity of a function fi : Rp → R
is the sign stability of its gradient:

Proposition 2: Given a hyper rectangle V ⊂ Rp, a map-
ping fi : V → R is monotone on V if each element of
the gradient of fi maintains its sign on V . That is, for all
j ∈ {1, . . . , p}, there exists σj ∈ {0, 1} such that

(−1)σj
∂fi
∂vj

(v) ≥ 0 ∀v ∈ V,

then fi is monotone with respect to the cones Ki
1 = {x =

[x1, . . . , xp]
ᵀ ∈ Rp | (−1)σjxj ≥ 0 j = 1, . . . , p},

K2 = [0,∞). Moreover, if all components fi, i = 1, . . . , q,
of a function f : Rp → Rq are monotone with respect
to some cones Ki

1 and K2 = [0,∞), then f(V ) ⊂∏p
i=1[fi(v

i,−), fi(v
i,+)], where vi,− and vi,+ are extreme

points of V with respect to the order induced by Ki
1.

Note that since
∏p
i=1[fi(v

i,−), fi(v
i,+)] in the above propo-

sition is a convex set, it contains Conv(f(V )). Given f
and V , if the conditions in the above proposition fail, i.e.,
the gradients of component functions of f are not sign
stable on V , but there is a finite cover {Vl}l∈L of V with
V = ∪l∈LVl and each Vl is a hyper rectangle where the
conditions of the proposition hold, then it is still possible to
find a convex over approximation of Conv(f(V )). This is
done by over approximating the convex hull of each f(Vl)
with a hyper rectangle using the proposition above, and then
taking the convex hull of these hyper rectangles. The next
result shows that, under certain conditions, it is possible to
obtain an arbitrarily tight over approximation of Conv(f(V ))
by covering V with hyperboxes with decreasing size. The
idea is illustrated in the left part of Fig. 1.
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Fig. 1. Convex hull constructed around a curve using the monotonicity (left) and gradient (right) methods.

Theorem 2: Let {Vl}l∈L be a hyper rectangular cover
of V , i.e., V = ∪l∈LVl and each Vl is a hyper rect-
angle. Assume that the gradients of the component func-
tions of f are sign stable on each Vl. Also, let [Vl]ε be
a finite hyper rectangular cover of Vl, where the size of
the maximum edge of each hyper rectangle R ∈ [Vl]ε is
at most ε and Vl = ∪R∈[Vl]εR. Then, Conv(f(V )) =
limε→0 Conv({{f(R)}R∈[Vl]ε}l∈L).

Proof: The result follows from the following properties:
i) for any sets A and B, Conv(A∪B) = Conv(Conv(A)∪
Conv(B)), and ii) for sets A and B such that h(A,B) ≤
ε, we have h(Conv(A),Conv(B)) ≤ ε, where h is the
Hausdorff distance function.

Claim i) follows directly from the definition of convex
hulls. To show ii), take any a ∈ Conv(A), it can be
written as a =

∑
i∈I αiai with α ∈ ∆|I| and ai ∈ A.

For each ai we can find bi ∈ B s.t. ‖ai − bi‖ ≤ ε.
Evidently, b :=

∑
i∈I αibi ∈ Conv(B), and ‖a − b‖ =

‖
∑
i αi(ai − bi)‖ ≤

∑
i∈I αi‖ai − bi‖ ≤ ε, which shows

h(Conv(A),Conv(B)) ≤ ε.
2) Convex-hull computation with convex projections:

Ideas similar to those for monotonicity can also be used when
the component functions fi of f are convex or concave on
some convex polyhedral sets Vl that cover the set V . Note
that when fi is convex (concave), the minimum (maximum)
of fi on each Vl can be found by convex programming
and the maximum (minimum) can be found by evaluating
the function fi on the vertices of Vl. Such a strategy again
creates a collection of hyper rectangles that over approximate
f(V ). However, the convex hull of these hyper rectangles can
potentially have a large number of vertices. Next, we restrict
attention to a very special case with a single parameter, valid
for the lane keeping application studied later in the paper, for
which over approximations with smaller numbers of vertices
can be computed.

Consider the special case of a map f := (f1, f2) :
[vmin, vmax] → R2 where f2 is convex in f1 over
[vmin, vmax], i.e., the function f2◦f−11 : f1([vmin, vmax])→
R is a convex function. In this case, we know the line
connecting f(vmin) to f(vmax) lies completely above the
graph of f([vmin, vmax]). Furthermore, we also know that
any tangent line to f([vmin, vmax]) lies completely below the
graph of f([vmin, vmax]). The right part of Fig. 1 illustrates
the idea, where one hyperplane constraint is constructed
using the former fact, and three hyperplane constraints are

constructed using the latter fact. In particular, the former
constraint is of the form:

−mf1(v) + f2(v) ≤ f2(vmin)−mf1(vmin),

where m = f2(vmax)−f2(vmin)
f1(vmax)−f1(vmin) ; the latter constraints are of

the form

m1f1(v) +m2f2(v) ≥ m1f1(vi) +m2f2(vi),

where m1
df1
dv (vi) +m2

df2
dv (vi) = 0 and vi ∈ [vmin, vmax].

This method can also be applied in higher dimensions,
i.e., when f : [vmin, vmax] → Rn, provided that the
components f1, . . . , fn of f pairwise satisfy the convexity
property described above. In this case, two-dimensional sets
Pij can be computed for all i, j with i 6= j, and then
lifted to n dimensions to obtain Conv(f(V )) ⊂ P :=
{[x1, . . . , xn]ᵀ : (xi, xj) ∈ Pij ∀ i 6= j}.

D. Overall procedure

Given the pieces described in the preceding sections, the
overall procedure to solve Problem 1 proceeds as follows.
We start with safe sets Xi for each subsystem i ∈ {1, 2}.
We compute a polyhedral convex over approximation for
Aj(Xi), F j(Xi), i 6= j as explained in Section IV-C,
which results in a family {Sjk}k∈Ij of affine systems such
that Conv({Sjk}k∈Ij ) encapsulates all systems Sj : x+ =
Aj(xi)xj + Buj + Fj(xi) corresponding to some xi ∈ Xi.
Robust controlled invariant sets C1, C2 are then computed
using the iterations in (6) with the Pre operator defined in
(8). There are three possibilities at this step:

1) If both C1 and C2 are non-empty, return.
2) If Ci is non-empty but Cj is empty, then compute

convex over approximations for Aj(Ci), F j(Ci) and
recompute Cj for this uncertainty set. If Cj is non-
empty, return. Else go to *.

3) If both C1 and C2 are empty, go to *.
(*) Redefine the safe sets (Xi)′ = Xi	B∞(0, ε) for each

i ∈ {1, 2} and for some parameter ε > 0. Restart if
(Xi)′ are non-empty and return otherwise.

The procedure is guaranteed to terminate as long as
the initial safe sets are bounded and a controlled invariant
set computation with termination guarantees is used as in
iterations (6). For the application example we considered, a
non-empty pair C1, C2 is found in the first step.
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A related problem is considered in our earlier work [14],
where an approach for computation of decoupled invari-
ant sets for linear systems and synthesis of modular local
controllers to achieve additional high-level specifications is
presented. The computation of the invariant sets was done
in a centralized manner. In the current paper, the overall
system is nonlinear and the computation of the invariant
sets is also done in a compositional manner. Therefore, in
terms of the dynamics that can be handled, the system class
considered in [14] is a special case of this paper. On the other
hand, the additional iterations modifying the initial safe sets
Xi as in step 3 above is not needed for the optimization
based approach in [14] since the controlled invariant sets are
computed simultaneously.

V. APPLICATION: CORRECT-BY-CONSTRUCTION
COMPOSITION OF LANE KEEPING AND ADAPTIVE CRUISE

CONTROL

In this section, the method presented in Section IV is
applied to synthesize a lane-keeping (LK) controller and
an adaptive cruise controller (ACC) whose composition is
guaranteed to be safe. We employ the following model of
longitudinal motion

d

dt

[
u
h

]
=

[
−f1/m 0
−1 0

] [
u
h

]
+

[
Fw/m− f0/m− νr

vL

]
, (11)

and the lateral dynamics given in (10). The goal of ACC
is to compute the applied longitudinal force Fw so that
either a desired longitudinal speed u = udes is achieved,
or so that the headway h stays above some minimal value.
Correspondingly, the goal of LK is to control the steering
angle δf in a way that prevents lane departure.

Both these models are linearized versions of non-linear
force-balance equations. For more information we refer to
[12] and [17], respectively, and just describe the physical
meaning of each state briefly. For the ACC model, the two
states u and h represent longitudinal velocity and headway,
respectively. The headway is the distance to a lead car, which
is assumed to travel at velocity vL. The LK model has four
states y, ν,∆Ψ and r, which describe lateral displacement
from the center of the lane, lateral velocity, yaw angle, and
yaw rate, respectively. The input to the LK system is the
steering angle δf , and there is also an exogenous disturbance
rd coming from the curvature of the road. We assume that
|rd| ≤ 0.05, which is in line with the maximal recommended
curvature of freeways in Michigan [11].

As can be seen, the state u pertaining to the ACC system
appears in the system matrix of (10). Conversely, the states
ν and r from the LK system appear in the offset term of the
ACC system. Furthermore, both of these interdependencies
are nonlinear.

TABLE I
PARAMETER VALUES FOR ACC AND LK MODELS.

m 1650 kg f0 -24 N f1 19 Ns/m
a 1.11 m Cαf 133000 N Iz 2315 kg m2

b 1.59 m Cαr 98800 N vL 26 m/s

TABLE II
STATE CONSTRAINTS FOR ACC AND LK MODELS.

State Lower bound Upper bound

u 25 m/s 30 m/s
h 42 m ∞
y -0.9 m 0.9 m
ν -1.2 m/s 1.2 m/s
∆ψ -0.05 rad 0.05 rad
r -0.3 rad/s 0.3 rad/s

In the following, we settle for the parameter values given
in Table I and for comfort reasons we impose the control
input bounds of Fw ∈ [−3m, 2m] and δf ∈ [π/90, π/90],
respectively. For combined safety and comfort reasons, we
pose the state constraints given in Table II. The bound y ∈
[−0.9, 0.9] prevents lane departure, while the bounds h ≥ 42
implies a time headway1 of 1.4 s at u = 25 m/s, which is a
common recommendation.

If we can find a LK controller that keeps the states
y, ν,∆ψ, r within the bounds in Table II whenever u is
within its bounds, and correspondingly for the ACC system,
safety is guaranteed. The system models are given in con-
tinuous time, in order to apply the methods from Section IV
we therefore time-discretize the models using Euler forward
with a time step of 0.1 s, which preserves the base {fi}qi=1

from which the system matrices are composed. When im-
plementing a correct discrete-time controller in continuous
time, inter-sample constraint violations may occur, as well
as differences from the omission of higher-order terms in
the Euler forward approximation (as opposed to the exact
exponential map). It is possible to correct this by adding
certain robustness margins [8], but we omit those details.

a) Solving the LK part: We can see that the entries
of ALK in (10) are composed of two linearly independent
nonlinearities, u and 1/u. Using the method in Section IV-
C.2, we find the polyhedron PLK ⊂ R2 depicted in Fig.
3 that is an over-approximation of all values the function
u 7→ [u, 1/u] can take when u varies in the interval [25, 30].
By lifting PLK into the matrix space, we obtain a family
of four systems, one for each vertex of PLK , whose convex
hull contains all systems corresponding to some u in the

1Time headway, or time to collision, is defined as τ = h/u.
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Fig. 2. Projections of the four-dimensional controlled invariant set CLK for the LK system (10) onto different dimensions.

0.03 0.04 0.04 0.04

26

28

30

1/u

u

Fig. 3. All possible values of [1/u, u] (in blue) are covered by a polyhedron
PLK with four vertices (in red).

interval [25, 30]. Applying the invariant set computation2 for
the four vertex systems using the bounds for the LK states
as the initial set, we obtain the 4-dimensional polyhedron
CLK depicted in Fig. 2, which is controlled invariant for all
u ∈ [25, 30].

b) Solving the ACC part: In the ACC system (11), there
is one offset term νr that is a function of the state of the
LK system. Our goal is to find a polyhedron PACC ⊂ R
that is an over approximation of the range of the function
f : [ν, r] 7→ νr where ν ∈ [−1.2, 1.2] and r ∈ [−0.3, 0.3].
The exact range of this function can easily be seen to
be [−0.36, 0.36], however we will formalize the derivation
of this range using the monotonicity method described in
Section IV-C.1. In fact, since f maps to R, this method
will also produce the exact range of f . We first note that
∇f = [r, ν], which is sign stable on each quadrant of the

2Since the system contains exogenous disturbance, we use a modified
reachability operator Pre that is robust with respect to disturbance. See
[12] for details.
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Fig. 5. Controlled invariant set CACC for the ACC system (11)

(ν, r) plane. Consider quadrant one, where f is monotone
w.r.t. the cones K1 = {x ∈ R2 | xj ≥ 0 ∀j = 1, 2},
K2 = [0,∞). Therefore, the maximum value of f on the
first quadrant occurs at (ν, r) = (1.2, 0.3), and the minimum
value occurs at the origin so that f([0, 1.2]) × [0, 0.3]) =
[f(0, 0), f(1.2, 0.3)] = [0, 0.36]. Similarly, the range of f
on quadrant three is found to be [0, 0.36], and the range of f
on quadrants two and four is identically [−0.36, 0]. Thus,
the range of f is precisely Conv([−0.36, 0], [0, 0.36]) =
[−0.36, 0.36]. Using this bound, we then proceed as with the
LK system to obtain the controlled invariant 2-dimensional
polyhedron CACC shown in Fig. 5.

Once the two sets CACC and CLK that satisfy (3) are
obtained, controllers that guarantee invariance can be im-
plemented by choosing for a given state xACC ∈ CACC
and xLK ∈ CLK an input uACC such that A(xLK)xACC +
BuACC + F (xLK) ∈ CACC , and conversely for xLK .
Finding such inputs amounts to enforcing certain linear
constraints which by construction are feasible. In particular,
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at each time step, we compute an input satisfying these con-
straints by solving a convex quadratic optimization problem.
In Fig. 4 a simultaneous simulation of the ACC and LK
systems is shown, where the road curvature rd is in the
form of a sinusoidal signal with maximal amplitude 0.05. As
expected, all bounds are respected throughout the simulation.

VI. CONCLUSIONS

In this paper, we proposed an approach for composi-
tional correct-by-construction safety controller synthesis by
(i) quantifying the effects of each subsystem onto the other
using convex sets, and (ii) computing controlled invariant
sets robust against such effects given in terms of parametric
uncertainty in the system matrices. We showed how these
convex sets can be computed when the parameter depen-
dencies satisfy certain monotonicity or convexity conditions.
Due to the fact that the dynamics of each subsystem is
affine in its own state, it is shown that using convex sets to
over-approximate these interdependences does not introduce
any conservatism in the computation of controlled invariant
sets. In the second part of the paper, an adaptive cruise
control and a lane keeping controller, together with their
robust controlled invariant sets, were synthesized using the
proposed approach. By construction, the composition of
these controllers is guaranteed to satisfy the safety specifica-
tions when simultaneously implemented on the vehicle. The
effectiveness of the approach was illustrated via simulations
on this case study.

Our current contracts are in the form of static polyhedral
safe sets which limit the effect each subsystem has on
the others. In the future, it will be interesting to consider
dynamic contracts capturing possible time evolution of these
sets, in the same vein as Lyapunov or storage functions.
Another direction for future work is an extension of the
proposed approach to fully nonlinear systems.
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