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ABSTRACT
Given a large homogeneous collection of switched systems,
we consider a novel class of safety constraints, called mode-
counting constraints, that impose restrictions on the num-
ber of systems that are in a particular mode. We propose
an approach for synthesizing correct-by-construction switch-
ing protocols to enforce such constraints over time. Our
approach starts by constructing an approximately bisimilar
abstraction of the individual system model. Then, we show
that the aggregate behavior of the collection can be rep-
resented by a linear system, whose system matrices are in-
duced by the transition graph of the abstraction. Finally, the
control synthesis problem with mode-counting constraints
is reduced to a cycle assignment problem on the transition
graph. One salient feature of the proposed approach is its
scalability; the computational complexity is independent of
the number of systems involved. We illustrate this approach
on the problem of coordinating a large collection of thermo-
statically controlled loads while ensuring a bound on the
number of loads that are extracting power from the electric-
ity grid at any given time.

Keywords
Control synthesis; Control of switched systems; Abstraction;
Energy applications

1. INTRODUCTION
Formal methods-based correct-by-construction control syn-

thesis has attracted considerable attention in recent years as
a principled means to ensure that the closed-loop behavior of
a dynamical system satisfies certain high-level specifications
[23]. This synthesis paradigm is particularly convenient to
incorporate state and input constraints, and to handle con-
tinuous as well as hybrid systems in a unified manner. Un-
fortunately, many correct-by-construction control synthesis
methods suffer from the curse of dimensionality. Therefore,
it is crucial to take into account the special structure of the
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problem at hand to improve scalability, as demonstrated in
recent work in the context of synthesis [20, 3, 5, 4] and in
the context of verification [10].

In this paper, we consider the problem of synthesizing
controllers to coordinate a collection of N identical switched
systems subject to a novel class of safety constraints, called
mode-counting constraints. Mode-counting constraints im-
pose restrictions on the number of systems that are in a par-
ticular mode at any given time. Although the individual sys-
tems are dynamically decoupled, coordination among them
is required to ensure that the mode-counting constraints are
not violated. In order to address this problem, we first con-
struct an ε-approximately bisimilar finite abstraction for an
individual system. Then, we construct a linear system that
models the dynamics of the population of systems on the
nodes of a graph that the abstraction induces. Finally, by
restricting the controllers to have a prefix-suffix form, we
reduce the control synthesis problem to an (integer) linear
program, constraints of which are determined by the ab-
straction graph, the population dynamics, and the mode-
counting constraints. Tightness and complexity of the ap-
proach and its various relaxations are discussed. One salient
feature of the approach is that its complexity is almost inde-
pendent of the number of systemsN . Examples are provided
where N is in the order of tens of thousands.

The motivation for this problem comes from coordination
of thermostatically controlled loads (TCLs) to help improve
power grid operations [12, 26, 15, 21]. Thermostatically
controlled loads include air conditioners, water heaters, re-
frigerators, etc., that operate within a desired temperature
range. The idea in TCL coordination is to use the flexibility
within these temperature ranges to track a power signal by
appropriately turning the loads on and off. Aggregate TCL
population models based on state-space partitioning are pro-
posed in [12, 26, 21], which are similar to the abstractions
that we develop in this paper. Yet, the relation between
the actual and aggregate models has not been quantified
formally in the earlier works as is done in this paper, ex-
cept in a stochastic setting in [6]. Moreover, in all of these
papers, aggregate models are used for control design with
the objective to track a power signal. The more traditional
control design techniques that are used do not take into ac-
count any hard constraints on overall power consumption.
Nevertheless, it is well-known that if all air conditioners are
turned on at the same time, for instance during some tran-
sient phase, it can result in distribution line overload [18].
Similarly, it might be desirable to have at least a certain



amount of loads on at any given time to utilize the TCL
collection as a “battery” that stores energy from renewable
resources [12]. Motivated by these types of requirements or
hard constraints, which can be precisely captured by mode-
counting constraints, we propose a novel control synthesis
approach for enforcing them.

This paper is structured in the following way. The subse-
quent Section 2 introduces notation, along with the bisim-
ilarity notion for a general class of transition systems. We
proceed with our problem statement in Section 3, followed
by a solution approach in Section 4. To motivate the applica-
bility of this approach, two synthesis examples are provided
in Section 5. There are several possible extensions of varying
difficulty, which we outline in Section 6, before the paper is
concluded in Section 7.

2. PRELIMINARIES
In the following paragraphs we introduce some notation

that is used throughout the paper. To express a finite set of
positive integers, we write [N ] = {1, . . . , N}. The indicator
function of a set A is denoted 1A(x) and is equal to 1 if
x ∈ A and 0 otherwise. The identity function is written
as Id. For two sets A and B, we write A ⊕ B = {a + b :
a ∈ A, b ∈ B}, and A 	 B is the largest (w.r.t. inclusion)
solution to X ⊕B = A.

To denote the floor of a number, b·c is used. We use
the same notation for vectors, where the floor operation is
performed component-wise. We write the infinity norm as
‖ · ‖, and the ε-ball centered at the point x is denoted as
B(x, ε) = {y : ‖y − x‖ ≤ ε}. The vector of all 1’s is written
as 1.

Given an ODE ẋ = fm(x), the corresponding flow op-
erator is denoted by φmt (x) and has the properties that
φm0 (x) = x, d

dt
φmt (x) = fm(φmt (x)). So called KL-functions

are related to nonlinear stability theory and are functions
β : R+ × R+ → R+ that are strictly increasing from 0 in
the first argument and decreasingly converging to 0 in the
second argument.

We also employ the following definition for a transition
system, which captures systems with both continuous and
discrete state spaces.

Definition 1. A transition system is a tuple (Q,U,−→
, Y ), where Q is a set of states, U a set of actions, −→⊂
Q × U × Q a transition relation, and Y : Q −→ Rn an
output function.

As an intuitive notation for transitions, we write q1
u−→

q2 to indicate that (q1, u, q2) ∈−→. When we speak about
trajectories of a transition system, we mean a sequence

q1, q2, . . . of states in Q, with the property that qi
ui−→ qi+1

for some ui ∈ U .
We adopt the notion of approximate bisimilarity of tran-

sition systems from [23].

Definition 2. Two transition systems (Q1, U1,−→
1
, Y1) and

(Q2, U2,−→
2
, Y2) are ε-approximately bisimilar if there

exists a relation R ⊂ Q1 ×Q2 such that for all (q1, q2) ∈ R,

• ‖Y1(q1)− Y2(q2)‖ ≤ ε,

• if q1
u1−→
1
p1, there exists q2

u2−→
2
p2 s.t (p1, p2) ∈ R,

• if q2
u2−→
2
p2, there exists q1

u1−→
1
p1 s.t (p1, p2) ∈ R.

3. PROBLEM STATEMENT
We consider a family of identical switched individual sys-

tems. The state xi of system number i obeys the switched
differential equation

Σ : ẋi(t) = fσi(t)(xi(t)), σi : R 7→ [M ], (1)

where σi(t) is the mode for system i at time t. We restrict
attention to a compact domain of interest Dd ⊂ Rd. The
time-sampled analogue of (1) on Dd, Στ , is defined as the
transition system

Στ = (Dd, [M ],−→
τ
, IdRd), (2)

where x1
m−→
τ

x2 if and only if φmτ (x1) = x2.

For a time-sampled system, we define the mode-counting
problem with mode safety constraints as follows.

Problem 1. Given a family of N plants with states
{xi}i∈[N ] obeying the dynamics of (2), mode-specific unsafe

sets {Um}m∈[M ], and mode-counting bounds {Km,Km}m∈[M ],
synthesize an aggregate switching policy {σi}i∈[N ], such that
for all m ∈ [M ] and all trajectories xi(0), xi(1), . . .

(xi(s), σi(s)) 6∈ Um × {m} ∀ i ∈ [N ], s ∈ N, (3)

Km ≤
N∑
i=1

1{m}(σi(s)) ≤ Km ∀ s ∈ N. (4)

An instance of this problem is referred to with the tuple
(N,Στ , {(Um,Km,Km)}m∈[M ]).

An analogous problem could easily be defined for the
continuous-time system (1). The difference is that in the
time-sampled system, mode switches can only happen at
the sampling instants. Furthermore, a solution where mode
safety constraints are violated in between samplings (but
satisfied at sample instants) is still a valid solution to Prob-
lem 1. If such inter-sample safety violations are unaccept-
able, the unsafe sets can be expanded by some margin de-
termined by the dynamics to ensure safety satisfaction for
all t ∈ R.

In order to leverage the bisimulation theory presented be-
low, we make the following assumption.

Assumption 1. The system ẋ = fm(x) is forward com-
plete and incrementally stable for all m ∈ [M ]. That is,
there exist KL-functions βm for m ∈ [M ], such that

‖φmt (x)− φmt (y)‖ ≤ βm (‖x− y‖, t) . (5)

4. SOLUTION APPROACH
We propose an abstraction-based solution to Problem 1.

In Section 4.1, we describe how the dynamics can be ab-
stracted so that the time-sampled system (2) is ε-approxi-
mately bisimilar to the abstraction. We can then define the
discrete analogue to Problem 1, and show that existence of
a solution on the abstraction is equivalent to existence of a
solution for the time-sampled system, up to an error margin
ε.

We then proceed by presenting a way to solve the discrete
mode-counting problem. Our method relies on reasoning
about the discrete transition graph, we derive some proper-
ties of this graph in Section 4.2. Subsequently, in Section 4.3
we give a linear program from which, if feasible, a solution
can be extracted. We analyze some aspects of our approach
in Section 4.4.



4.1 Abstractions and aggregation
Let Σ be a system of the form (1). For a parameter η > 0

we define an abstraction function αη : Dd → Dd ⊕B(0, η/2)
as

αη(x) = η ·
⌊
x

η

⌋
+
η

2
1. (6)

This function takes a finite number of values (since Dd is
compact) and is constant on hyper boxes of side η. Using
this function, we define a transition system Στ,η = (Qη, U,−→

τ,η

, Y ), in the following referred to as the time-state abstraction
of Σ, as follows:

1. Qη = αη(Dd),
2. U = [M ],

3. q1
m−→
τ,η

q2 if and only if αη(φmτ (q1)) = q2,

4. Y (q) = q.

In essence, the domain is partitioned into uniform boxes,
and every mode is simulated during time τ starting at the
center of each box in order to determine transition relations.

Remark 1. The transition system Στ,η is deterministic.
That is, for each state q1 and action m there exists (at most)
one successor state q2. In the event that the ODE solution
starting in q1 for mode m exits the domain, i.e. φmτ (q1) 6∈
Dd, the action m is disabled at the discrete state q1.

Using a result from [17], it follows that an abstraction con-
structed in this way is bisimilar to the time-sampled system
(2) if a certain inequality holds.

Theorem 1 ([17]). Suppose Assumption 1 holds and
let βm be KL-functions satisfying (5) for m ∈ [M ]. If the
inequality βm(ε, τ) ≤ ε− η/2 holds for all m ∈ [M ], then Στ
and Στ,η are ε-approximately bisimilar.

It is known that the trajectories of ε-approximately bisim-
ilar systems remain within distance ε of each other, when
“similar” control actions are chosen at each time instant (c.f.
Definition 2) [8]. This fact is the key to establishing rela-
tions between existence of solutions for Στ and existence of
solutions for Στ,ε later in the text.

Aggregation dynamics:.
The abstraction constructed above can be viewed as a

graph G = (V,E), where the edges are labeled according
to the mode. In the following, we take an arbitrary such
mode-transition graph (not necessarily obtained from an ab-
straction) and define a linear system that represents the ag-
gregate dynamics on such a graph.

To this end, we assume that there are N systems which
simultaneously move around on G. Assume that the number
of nodes in the graph is K, i.e., |V | = K, and that they are
labeled νk for k ∈ [K]. Furthermore, assume that there are
M different mode-labels numbered from 1 to M , and let
lE : E → [M ] be the function which assigns a mode to each
edge.

We then introduce K×M aggregate states labeled wmk for
k ∈ [K],m ∈ [M ], that describe the number of individual
systems that are at node νk and in mode m. By also intro-
ducing control actions rm1,m2

k that represent the number of

systems at node νk that switch from mode m1 to mode m2,
the aggregate dynamics ΣNτ,η can be written as

(wm1
k )+ =

∑
j∈Nm1

k

wm1
j +

∑
m2∈[M ]\{m1}

(rm2,m1
j − rm1,m2

j )

 , (7)

for k ∈ [K], m1 ∈ [M ], where Nm
k is the set of predecessors

of the k’th node under the action m. That is,

Nm
k = {i ∈ [K] : (νi, νk) ∈ E, lE(νi, νk) = m} .

We constrain the control actions rm1,m2
k so that for all

m1 ∈ [M ],

0 ≤
∑
m2

rm1,m2
k ≤ wm1

k , (8)

which ensures the continued positivity of the states. That
is, (wmk )+ ≥ 0 for k ∈ [K], m ∈ [M ]. Furthermore, we have
the invariant

∑
k

∑
m w

m
k = N over time, where N is the

number of individual systems. In the following, we use the
compact notation

w+ = Aw +Br, (9)

where wi = wmk if i = K(m− 1) + k, to denote this system.
Here A and B are composed of the incidence matrices of the
mode-transition graph for each mode. If A1, . . . , AM are
the incidence matrices, then A is the block-diagonal matrix
with block diagonal given by [A1, . . . , AM ], and B is a block
matrix composed by the same Am’s. The state spaceW and
admissible control space R of this system are

W =
{

w ∈ NKM :
∑

w = N
}
,

R =
{

r ∈ NM(M−1)K : (8) holds for (w, r)
}
.

For a given state w ∈ NMK of (7), we can define a con-
densed state λ ∈ NK as λk =

∑
m w

m
k , which counts the

number of systems at node νk irrespective of mode. We
introduce a mapping Λ that takes w to its condensed coun-

terpart, w
Λ7→ [
∑
m w

m
1 , . . . ,

∑
m w

m
K ] ∈ NK .

We are now in a position to define the discrete analogue
of Problem 1.

Problem 2. Given a discrete-time linear system Γ of the
aggregate form (9) built from a mode-transition graph, an
initial condensed state λ0, unsafe subsets {Um}m∈[M ] of [K],

and mode-counting bounds {Km,Km}m∈[M ], synthesize an
initial mode assignment w(0) such that Λ(w(0)) = λ0, and
a controller r : W∗ → R, such that for all m ∈ [M ] and all
s ∈ N,

wmk (s) = 0 ∀k ∈ Um, (10)

Km ≤
∑
i∈[N ]

wmi (s) ≤ Km. (11)

We will refer to an instance of this problem as(
N,Γ, {(Um,Km,Km)}m∈[M ]

)
.

Since no disturbance is included in this formulation, it is
enough to consider open-loop controllers. In the following,
we will denote such controllers with r(s) for s = 0, 1, . . ..
Now, using the approximate bisimilarity between Στ and
Στ,η we can state the following results.



Theorem 2. Let Στ , Στ,η be the time-sampled and time-
state abstracted dynamics of a system Σ of the form (1),
such that Στ and Στ,η are ε-approximately bisimilar. Let αη
be the abstraction function for Στ,η. Furthermore, let ΣNτ,η
be the aggregate sampled dynamics of the form (9) obtained
from the mode-transition graph of Στ,η.

Then, if there exists a solution to the instance(
N,ΣNτ,η, {(αη(Um ⊕ B(0, ε)),Km,Km)}m∈[M ]

)
of Problem 2,

there exists a solution to the instance
(N,Στ , {(Um,Km,Km)}m∈[M ]) of Problem 1.

Proof. Assume that a controller r(s) constitutes a so-
lution to Problem 2, i.e. produces a closed-loop trajectory
w(s) of ΣNτ,η that satisfies (10) - (11). Then we can extract
N individual trajectories ξi(0), ξi(1), . . . , of Στ,η. By im-
plementing switching protocols {σi}i∈[N ] on the continuous
level that agree with the modes of the individual trajecto-
ries, it immediately follows that (4) is satisfied also for the
resulting trajectories xi(0), xi(1), . . . , of Στ with the same
bounds {Km,Km}m∈[M ]. Furthermore, since Στ,η and Στ
are ε-approximately bisimilar, it holds that for all s ∈ N,
‖ξi(s) − xi(s)‖ ≤ ε, therefore ξi(s) 6∈ αη(Um ⊕ B(0, ε)) im-
plies that xi(s) 6∈ Um so (3) also holds.

Theorem 2 ensures that if a discrete-state solution exists
for unsafe sets with an added ε-margin, then it can be imple-
mented on the continuous-state level while preserving cor-
rectness. Conversely, we can show that within an (ε+ η/2)-
margin, existence of a discrete-state solution is also a neces-
sary condition.

Theorem 3. Under the same assumptions as in Theorem
2, if there is no solution to the instance(
N,ΣNτ,η, {(αη(Um 	 B(0, ε+ η/2)),Km,Km)}m∈[M ]

)
of

Problem 2, there is no solution to the instance
(N,Στ , {(Um,Km,Km)}m∈[M ]) of Problem 1.

Proof. Assume that a solution exists to the instance
(N,Στ , {(Um,Km,Km)}m∈[M ]) of Problem 1, but that no
solution exists to the instance(
N,ΣNτ,η, {(αη(Um 	 B(0, ε+ η/2)),Km,Km)}m∈[M ]

)
of Problem 2.

Like in the previous result, the continuous-state switching
protocol can be implemented on the discrete-state system,
and the resulting trajectories will deviate at most ε due to
approximate bisimilarity. Thus a continuous-state solution
with unsafe sets Um can be implemented on the discrete-
state system and will be correct for unsafe sets Um	B(0, ε) ⊃
αη (Um 	 B(0, ε+ η/2)), which is a contradiction.

4.2 Mode-transition graph properties
We now state some results that connect the properties of

the underlying mode-transition graph to the aggregate dy-
namics. Let a system Γ of the form (9) obtained from a
mode-transition graph G = (V,E) with M different modes
be given, such that every node ν ∈ V has at most1 M out-
going edges. We proceed by stating some results about this
graph. Assume that the nodes are labeled with integers 1
through K, i.e., V = {νk : k ∈ [K]}.

We recall some standard definitions from graph theory. A
path in G is a list of edges (ν1, ν2), (ν2, ν3), . . . , (νJ−1, νJ).
If the first and last nodes are equal, i.e. νJ = ν1, the path is
a cycle. A cycle is simple if it visits every node at most one

1Some modes can be disabled at certain nodes.

time. For a subset of nodes D ⊂ V (or the corresponding
subgraph, which we use interchangeably), it is said to be
strongly connected if for each pair v1, v2 ∈ D, there exists a
path from v1 to v2. Any directed graph can be decomposed
into strongly connected components. The period of a sub-
graph D is the greatest common divisor of all cycles in D.
A subgraph D is called aperiodic if it has period one.

To ensure infinite horizon correctness we will focus on so-
lution trajectories that consist of a finite prefix phase, and
a periodic suffix phase defined on cycles. The purpose of
the prefix phase is to steer the system to a “nice” state from
which there is a periodic solution. Before explaining such
solutions, we first define a concept of controllability on a
subset of nodes D for the aggregate dynamics Γ. Similarly
as for controllability of linear systems on a subspace, con-
trollability of Γ on D means that the system can be steered
between any two aggregate states with support on D.

Definition 3. A subset of nodes D ⊂ V is completely
controllable for Γ if for any two condensed states λ1, λ2

with support2 on D such that
∑
λ1 =

∑
λ2, there exists a

finite horizon T , controls {r(s)}T−1
s=0 , and states {w(s)}Ts=0

such that Λ(w(0)) = λ1,Λ(w(T )) = λ2, and w(s + 1) =
Aw(s) +Br(s) for s = 0, . . . , T − 1.

As the following result shows, the aggregate system Γ of
the form (9) has a lot of “control freedom” on strongly con-
nected, aperiodic components.

Theorem 4. If a strongly connected component D is ape-
riodic, it is completely controllable for Γ.

Proof. It is known that the incidence matrix AD of an
aperiodic, strongly connected graph D is primitive [22], i.e.,
there exists an integer T such that all entries of ATD are
positive. This means that for each vertex pair (νj , νl), there
exists a path of length T that connects them. Thus, by
sending pjl systems along paths νj → νl such that

∑
l pjl =

λ1
j and

∑
j pjl = λ2

l , the condensed state at time T will be

equal to λ2. We can define a control r(s) that realizes these
paths by switching the correct number of systems at each
node over time.

In the case of periodicity, it is not possible to reach ev-
ery condensed state. In fact, the periodicity will preserve
the parity structure of the initial state. However, within
this restriction, the system is still controllable in the fol-
lowing sense. If a strongly connected component D has pe-
riod P , its nodes can be labeled with a function LP : D →
{0, 1, . . . , P − 1} such that a node ν1 with LP (ν1) = p only
has edges to nodes ν2 with LP (ν2) = i + 1 (mod P ). Let
D0, . . . , DP−1 be the subsets of nodes induced by the equiv-
alence relation ν1 ∼ ν2 iff LP (ν1) = LP (ν2).

Corollary 1. The subsets of nodes Di as constructed
above are completely controllable for Γ.

Proof. We can connect the nodes in Di with edges that
correspond to paths of length P in D. By construction,
the resulting graphs are aperiodic, so the previous result
applies.

2That a condensed state λ has support on D means that
λk = 0 for νk 6∈ D.
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Figure 1: Illustration of the assignment α =
[3, 2, 3, 4, 4] on a cycle C of length 5, with two modes
1 (blue) and 2 (red). On the left, the mode-1-count
is 3+4+4 = 11, while the mode-2-count is 3+2=5.
After circulating the assignment one step, as dis-
played to the right, the mode-1-count is 2+3+4 =
9 and the mode-2-count is 4+3 = 7. Over all possi-
ble circulations, the minimal mode-1-count is 8, and

the maximal mode-1-count is 11, so Ψ
1
(C,α) = 11 and

Ψ1(C,α) = 8. Similarly, Ψ
2
(C,α) = 8 and Ψ2(C,α) = 5.

In order to treat the periodic suffix part of a solution,
we introduce the following notation pertaining to a cycle
C = (ν1, ν2), . . . , (νJ−1, ν1) of length given by |C| = J − 1.

Definition 4. The outgoing mode ΞC(νj) is the mode
of the outgoing edge at νj , that is,

ΞC(νj) =

{
lE (νj , ν1) if j = |C|,
lE
(
νj , ν(j+1)

)
otherwise .

Definition 5. An assignment to a cycle C is a function
α : [|C|]→ R+.

Definition 6. An integer assignment to a cycle C is an
assignment α to C such that α(j) is an integer for j ∈ [|C|].

Definition 7. The maximal mode-m-count for a cycle
C with assignment α is

Ψ
m

(C,α) = max
k∈[|C|]

∑
i: ΞC(vi)=m

α ((k + i) mod |C|) .

For a given assignment, the maximal mode-m-count denotes
the maximal number of systems that are simultaneously in
mode m when the assignment α circulates around C.

Definition 8. The minimal mode-m-count for a cycle
C with assignment α is

Ψm(C,α) = min
k∈[|C|]

∑
i: ΞC(vi)=m

α ((k + i) mod |C|) .

These functions are illustrated in Figure 1 for an example
cycle-assignment pair. Finally, we define a function ΦC :
R|C| → R|V | that for a cycle C maps the values of a cycle
assignment α to the corresponding nodes in the graph.

ΦC(α)k =

{
α(j) if νj in C corresponds to νk in V,

0 otherwise.

4.3 Prefix-suffix strategies as a linear program
We are now ready to define the type of strategies that we

consider in this paper.

Definition 9. A control strategy for a condensed initial
state λ0 is of prefix-suffix type if it consists of an initial
mode assignment w(0) s.t. Λ(w(0)) = λ0, a finite number
of inputs r(0), . . . , r(T −1), and a set of cycles {Cj}j∈J with
assignments {αj}j∈J such that the cycles are populated with
their respective cycle assignments at time T .

For given initial positions λ0 ∈ NK , mode-counting bounds
{Km,Km}m∈[M ], a given set of cycles {Cj}j∈J , and a hori-
zon T , the following linear feasibility program searches for
a prefix-suffix control strategy that solves Problem 2.

find α1, . . . , αJ cycle assignments,

r(0), . . . , r(T − 1),

w(0), . . . ,w(T ),

s.t. Km ≤
∑
k∈[K]

wmk (s) ≤ Km, s = 0, . . . , T, (12a)

Km ≤
∑
j

Ψm(Cj , αj), (12b)

∑
j

Ψ
m

(Cj , αj) ≤ Km
, (12c)

Λ(w(T )) =
∑
j

ΦCj (αj), (12d)

w(s+ 1) = Aw(s) +Br(s), s = 0, . . . , T − 1, (12e)

Λ(w(0)) = λ0, (12f)∑
m2

rm1,m2
j = wm1

j for all j ∈
⋃

i∈Um1

Nm1
i , (12g)

rm2,m1
j = 0 for all m2 ∈ [M ], j ∈ Um1 , (12h)

control constraints (8). (12i)

We briefly describe the purpose of each constraint. Firstly,
(12a) assures that mode-counting constraints are satisfied
in the prefix phase, i.e., up to time T . Similarly, (12b)-
(12c) restrict mode-counting in the suffix phase by ensuring
that the sums of maximal and minimal mode-counts over all
cycles are within the bounds. Eq. (12d) connects the prefix
phase to the suffix phase by ensuring that the condensed
state at time T agrees with the sum of all cycle assignments,
while (12e) propagates the dynamics up to time T , and (12f)
implies that the initial state w(0) must condense to the given
initial condition λ0. The mode-safety constraints are taken
care of through (12g)-(12h).

The maximal and minimal mode-counts for a given as-
signment α to a cycle C can be represented by the maximal
and minimal entries of the product Y mC α, where Y mC is the
circulant (0, 1)-matrix s.t.

[Y mC ]ij =

{
1, if ΞC(νj−(i−1) mod |C|) = m,

0, otherwise.

To illustrate, the cycle C in Figure 1 has matrices

Y 1
C =

[
0 0 1 1 1
1 0 0 1 1
1 1 0 0 1
1 1 1 0 0
0 1 1 1 0

]
, Y 2

C =

[
1 1 0 0 0
0 1 1 0 0
0 0 1 1 0
0 0 0 1 1
1 0 0 0 1

]
.

Thus, the constraints Ψm(C,α) ≥ Km, Ψ
m

(C,α) ≤ Km,
can be enforced by the linear vector inequalities

Km1 ≤ Y mC α ≤ Km1.

The feasibility program (12) can be solved either as a nor-
mal linear program (LP) feasibility problem or as an integer
linear program (ILP) feasibility problem. Since the size of
it can be large in practice (for instance due to a fine-grained
abstraction, see paragraph on complexity below), the ILP
version may be impractical. Furthermore, the number of
individual systems N may affect the difficulty of the ILP,



since a larger N increases the number of possible integer
points. In the next section we discuss how feasible solutions
to the ILP are related to feasible solutions of the LP. By
construction, the following result holds.

Proposition 1. If a feasible integer solution of (12) ex-
ists, a solution to Problem 2 can be extracted.

The formulation of (12) can be altered to capture different
requirements. For instance, if the counts of certain modes
are not important for the application, they can be omitted.
An objective function can also be added to search for the
tightest possible bounds, but in practice ILP solvers are typ-
ically more efficient in finding feasible points than in proving
optimality.

How to select the cycle set.
The number of cycles in a graph is infinite, so in order

to provide a finite number of cycles as input to (12), a se-
lection must be made. As shown in Section 4.4 below, it is
enough to consider the set of simple cycles in the LP case,
whereas non-simple cycles may enable tighter bounds in the
ILP case. However, even the number of simple cycles can be
exponential in the size of the graph. For this reason, some
randomized cycle selection is a reasonable choice in practice.

How to select the horizon T .
If mode-counting constraints during the prefix phase are

disregarded, Theorem 4 implies the existence of a time T in
which any assignment can be achieved. This time is upper
bounded by a quadratic polynomial for general graphs, al-
though more specialized bounds exist [13]. However, mode-
counting constraints may exacerbate the upper bounds, so
there is a trade-off between a short prefix horizon T and
tight mode-counting constraints during the prefix phase.

Complexity of linear program.
The number of variables and constraints in the linear pro-

gram above are

O
(
M2KT +

∑
j∈J

|Cj |
)
, O

(
MKT +

∑
j∈J

|Cj |2
)
,

respectively. Taking the abstraction step into account, K =
O
(
(1/η)d

)
, where η is the state discretization parameter

and d the state-space dimension for an individual system.
Notably, the complexity does not depend on the number of
systems N , which makes our approach attractive for large
collections of relatively simple homogeneous systems.

4.4 Analysis
We now give sufficient conditions for the existence of a

feasible solution to (12).

Theorem 5. If there exists an (integer) solution to Prob-
lem 2, then there exists a finite horizon T such that the LP
version of (12) is feasible when solved for the cycle set con-
sisting of all simple cycles.

The proof of this result is divided into two parts. First, we
show in Lemma 1 that it is sufficient to consider solutions
consisting of a transient and a periodic (i.e., cyclic) part.
Secondly, we show in Lemma 2 that an assignment for a non-
simple cycle can be decomposed into (non-integer) assign-
ments for simple cycles, while preserving the same bounds.
Together, these results constitute a proof to Theorem 5.

We also give a result that bounds the maximal deviation
in suffix phase mode-counting when a non-integer solution
is rounded to an integer solution.

Lemma 1. Suppose that a correct strategy r∗ induces a
behavior such that there are times T1 and T2 > T1 for which
Λ (w(T1)) = Λ (w(T2)). Then there is a prefix-suffix strategy
that achieves the same performance.

In particular, if r∗ is an integer strategy the lemma applies,
since it will necessarily result in a behavior that satisfies
the assumptions in this lemma due to the finiteness of the
number of possible condensed states.

Proof. We show that the graph flows induced by r∗ on
the time interval [T1, T2] can be achieved with cycle assign-
ments. To this end, we define a static flow on a graph in a
higher dimension, decompose it into cyclic flows, and project
the cyclic flow onto the original graph.

Let G = (V,E) be the system graph, and define a new
graph H = (VH , EH). The node set VH = V × V × . . .× V︸ ︷︷ ︸

T2−T1 times

contains T2 − T1 copies of each vertex in V , and copies of
ν ∈ V are labeled νt for t ∈ [T1, T2]. The set of edges is
defined as

EH = {(νt, ν̃t+1) : t ∈ {T1, . . . , T2 − 1}, (ν, ν̃) ∈ E}⋃
{(νT2 , νT1) : ν ∈ V } .

A static flow is induced on H by r∗, obtained by letting the
flow along (νt, ν̃t+1) be the number that traverses the edge
(ν, ν̃) ∈ E at time t, and letting the flow along (νT2 , νT1)
be equal to the number of systems at ν at time T1. By
construction, this flow is balanced at each node (i.e. inflows
equal outflows).

By the flow decomposition theorem [1, Theorem 3.5], we
can then find cycles in H that achieve the static edge flow.
By projecting these cycles onto a single copy of V , we ob-
tain cycles and assignments that when circulated mimic the
performance of r∗ on the interval [T1, T2].

We can therefore define a prefix-suffix strategy by taking
as the prefix part inputs r∗(s) up to time s = T1−1, together
with a suffix part consisting of the cycles and assignments
found above.

The preceding result implies the following convergence state-
ment, which provides a converse result to Proposition 1.

Corollary 2. Suppose Problem 2 has an (integer) so-
lution. Then, there exists an integer L < ∞ and a finite
horizon T such that the ILP version of (12) formulated with
the set of all cycles of length smaller than or equal to L, has
a feasible solution.

Next, we show that it is sufficient to consider simple cy-
cles, but this comes at the cost of possible non-integer as-
signments. In the integer case, it is in fact not sufficient
to consider simple cycles only, as the example in Figure 2
shows.

Lemma 2. Suppose C = C1 ∪ C2 is a cycle that visits a
node ν1 twice, so that it can be decomposed into two cycles
C1 = (ν1, ν2), . . . , (νJ1 , ν1) and C2 = (ν1, νi+1) . . . , (νJ2 , ν1).

Let α be an assignment to C. If α satisfies

Km ≤ Ψm(C,α), Ψ
m

(C,α) ≤ Km
, (13)
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Figure 2: Illustration showing how simple cy-
cles may fail to realize mode-counting bounds that
are possible with non-simple cycles. Considering
(ν1, ν2, ν3, ν4, ν5, ν1, ν6, ν7) as a single (non-simple) cy-
cle, it can be assigned [1, 1, 1, 1, 0, 0, 0, 0] to achieve a
constant mode-count of 4 for both mode 1 (blue)
and mode 2 (red). However, there is no way to
create separate integer assignments for the simple
cycles (ν1, ν2, ν3, ν4, ν5) and (ν1, ν6, ν7), which achieve
the same constant mode-counting over time.

then there exist assignments α1, α2 (not necessarily integral)
for C1, C2 such that∑

i∈[|C1|]

α1(i) +
∑

i∈[|C2|]

α2(i) =
∑
i∈[|C|]

α(i), (14)

Km ≤ Ψm(C1, α1) + Ψm(C2, α2), (15)

Ψ
m

(C1, α1) + Ψ
m

(C2, α2) ≤ Km. (16)

Proof. Note that (13) implies that for k ∈ [|C|],

Km ≤
∑

i: ΞC(νi)=m

α ((k + i) mod |C|) ≤ Km.

Summing these inequalities over k = 1, . . . , |C| yields, since
each α(i) will appear exactly |C|m := |{νi ∈ C : ΞC(νi) =
m}| times,

|C|Km ≤ |C|m
∑
i∈[|C|]

α(i) ≤ |C|Km. (17)

Now consider the constant “averaging” assignments

α1(i) = α2(j) =

∑
i∈[|C|] α(i)

|C| .

We obviously have∑
i∈[|C1|]

α1(i) +
∑

i∈[|C2|]

α2(i) =
|C1|+ |C2|
|C|︸ ︷︷ ︸
=1

∑
i∈[|C|]

α(i),

so (14) is satisfied. Furthermore, for any k1, k2,∑
i: ΞC1

(νi)=m

α1 ((i+ k1) mod |C1|)

+
∑

j: ΞC2
(νj)=m

α2 ((j + k2) mod |C2|)

= (|C1|m + |C2|m)︸ ︷︷ ︸
=|C|m

∑
i∈[|C|]

α(i)

|C| .

From (17) we can conclude that this expression is in the
interval [Km,Km]. It follows that

Km ≤ Ψm(C1, α1) + Ψm(C2, α2)

= Ψ
m

(C1, α1) + Ψ
m

(C2, α2) ≤ Km,

so (15)-(16) hold.

The next result shows how the mode-counting bounds are
affected when the suffix part of a non-integer strategy is
rounded to integer cycle assignments. A proof can be found
in the Appendix.

Proposition 2. For any integer NC and a cycle C, there
exists an integer assignment αint, with

∑
i αint(i) = NC ,

such that for the average assignment αavg(i) := NC/|C|,
Ψm(C,αint) ≥ Ψm(C,αavg)

−min

( |C|m
|C| z,

(
1− |C|m|C|

)
(|C| − z)

)
,

Ψ
m

(C,αint) ≤ Ψm(C,αavg)

+ min

( |C|m
|C| (|C| − z) ,

(
1− |C|m|C|

)
z

)
,

where z = NC mod |C| and |C|m := |{νi ∈ C : ΞC(νi) =
m}|.

Remark 2. Looser, but less cumbersome, bounds can be
obtained by noting that

min

( |C|m
|C| z,

(
1− |C|m|C|

)
(|C| − z)

)
= |C|min

( |C|m
|C|

z

|C| ,
(

1− |C|m|C|

)(
1− z

|C|

))
≤ |C|

4
,

since maxa,b∈[0,1] min(ab, (1 − a)(1 − b)) = 1/4. The same
bound holds for the second inequality due to symmetry.

We conjecture that the bounds in Proposition 2 can be
tightened substantially by a clever integer assignment algo-
rithm, as opposed to the worst-case analysis used to obtain
the bounds above. This question, together with the issue of
rounding also the prefix part of a non-integer strategy, will
be subject to future research.

5. EXAMPLES
We provide two examples, one numerical example where

the individual systems have two states, and one that applies
the method to a scheduling problem of thermostatically con-
trolled loads. In both examples, we use the Gurobi solver
[9] to obtain LP and ILP solutions of (12)3.

5.1 Numerical example
As a first example, consider the aggregate dynamics where

the state of each individual system is governed by the switched
two-dimensional nonlinear ODE ẋi(t) = fσi(t)(xi(t)), where
for j = 1, 2,

fj :

[
x1

x2

]
7→
[
−(x1 − x̄j1) + x2

−(x1 − x̄j1)− x2 − x3
2

]
,

x̄1
1 = 1,

x̄2
1 = −1.

(18)

We want to solve Problem 1 with N = 10000 systems with
a desired mode-1-count of exactly 6750 systems, without
having systems enter an unsafe set U1 = U2 = [−0.3, 0.3] ×
[−0.2, 0.2] ⊂ R2.

Using abstraction parameters τ = 0.5, η = 0.05 on the
domain {(x, y) : −2 ≤ x ≤ 2,−1 ≤ y ≤ 1}, we obtain

3Our software is available at github.com/pettni/mode-
count.
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Figure 3: Illustration of the suffix part of the solu-
tion of (12) for (18). The cycles found by the synthe-
sis procedure are highlighted in different colors. The
unsafe set is shown in red, with an added margin to
compensate for bisimulation approximation errors.

an abstraction with 3483 states that is 0.15-approximately
bisimilar to its time-sampled counterpart. Consequently, we
need to add a margin of 0.15 to the unsafe set to ensure
safety4. With a horizon of 10τ (i.e., T = 10) and using 100
randomly generated cycles, an ILP solution can be found in
about 16 seconds on a 3.4 GHz iMac. The suffix part of the
solution consists of three cycle assignments, and the mode-
1-count is guaranteed to be exactly 6750 over time. Figure
3 shows a visualization of the cycles found by the solver.

The cycles have the following mode-profiles:

C1 : 1, 1, 1, 1, 1, 1, 2, 2, 2, 1,

C2 : 2, 1, 1, 1, 2, 2, 2, 2, 2, 2,

C3 : 2, 2, 2, 1, 1, 1, 1, 2, 2, 2,

and the corresponding cycle assignments found by the solver
are

α1 = [917, 917, 917, 917, 917, 917, 917, 917, 917, 917],

α2 = [1, 1, 1, 1, 1, 1, 1, 1, 1, 1],

α3 = [0, 164, 0, 164, 0, 164, 0, 164, 0, 164].

It follows that the mode-1-count is constant for all three
cycles, and is equal to 6419, 3, and 328, respectively.

5.2 Application example
Next, we apply the proposed algorithm to a TCL coordi-

nation problem, where the objective is to control the aggre-
gate load of a family of domestic air condition units. The
dynamics of a single unit are

θ̇i = −a(θi − θa)− bPmi ,
where Pmi = 0 when unit i is off and Pmi = 5.6 when unit
i is on. The parameters5 are taken from [15].

We assume that all units are set to the desired temper-
ature θ0 = 22.5◦C, and that deviations up to 1◦C are tol-
erated (larger deviations constitute unsafe states). The ob-
jective is to control the aggregate load, i.e. the number
of TCL’s that are on, while simultaneously guaranteeing
that the state θi of every TCL will remain in the interval
[21.5, 23.5].

4Safety is guaranteed only at sample instants.
5θa = 32◦C, a = 0.25, b = 1.25
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Figure 4: Densities (kernel-smoothened for visual-
ization) of TCL populations over time for the desired
mode-on-count 3600 (upper) and 3200 (lower). Red
color indicates that a larger number of TCL’s are in
that interval. In the initial phases, control is being
applied to place the TCL’s on cycles. After this is
achieved at t = 1, the TCL’s circulate in their respec-
tive cycles which results in a more regular behavior.
As can be seen, when the desired mode-on-count is
higher, the temperatures group in the lower part of
the allowed temperature range. The reason is that
when the temperature difference is large, the room
is warmed up at a higher rate, thus the air condition
units can be turned on during a larger percentage of
the time, on average.

For this example, we created an abstraction with param-
eters τ = 0.05, η = 0.0195, which is approximately bisimilar
to the original system with accuracy ε = 0.1. We then solve
(12) for a population of 10000 TCL’s with randomized ini-
tial states, using a set of 100 randomized cycles and horizon
T = 20. Since the number of variables in the linear program
is quite large, we utilize a two-step approach to obtain an
integer solution. First, (12) is solved as a non-integer lin-
ear program, which results in non-integer assignments. Sec-
ondly, these assignments are rounded to integer assignments
and controls needed to reach these integer assignments are
found by solving (12) as an ILP with fixed assignments.
This reduces the number of variables and constraints which
makes the ILP more tractable, however, the rounding of cy-
cle assignments may lead to bound violations, as alluded to
in Proposition 2.

We synthesized control strategies for two sets of desired
mode-on-count bounds, one around 3600 (high) and another
one around 3200 (low), using the same randomized initial

Table 1: Guaranteed mode-on-counting bounds for
the TCL application.

Desired mode-count low high

Prefix phase bounds [2500, 2564] [3696, 4300]
Suffix phase bounds [3180, 3217] [3595, 3604]
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Figure 5: mode-on-count over time for desired mode-
on-count 3600 (red) and 3200 (blue). As can be seen,
the mode-on-counts are close to the desired values in
the suffix phase.

conditions. To allow more flexibility, we relaxed the mode-
counting constraints during the prefix phase. With this
setup, we obtained control strategies satisfying the bounds
in Table 1. In Figure 4, the densities of TCL’s in the temper-
ature spectrum are shown over time for both desired mode-
on-counts. These densities are of continuous-state trajec-
tories, which are guaranteed to stay within 0.1-distance of
their discrete counterparts. Figure 5 shows mode-on-counts
over time for both solutions.

6. DISCUSSION AND EXTENSIONS
In this section we discuss possible extensions of the pro-

posed framework and potential application areas where mode-
counting like constraints can be relevant.

Our approach can be readily applied to a “heterogeneous”
collection of systems if there is a limited number of types
of systems and the systems are still homogeneous within
each type. This is for instance the case with TCLs where
one can categorize air conditioners or refrigerators as differ-
ent types [6]. This will require computing an ε-approximate
state-time abstraction and an aggregate linear system of the
form (9) per type. The resulting feasibility problem will
contain these different abstractions and aggregate dynamics
as constraints, together with additional mode-counting con-
straints that couple them. Another straightforward exten-
sion is to include state-dependent mode-counting constraints
or mode-counting like constraints, where mode is not nec-
essarily the switching signal but a region of the state-space,
and mode-counting like constraints restrict the number of
systems in these regions of the state-space over time. Such
mode-counting like constraints are relevant in application
areas like air traffic control or swarm robotics. Another in-
teresting extension is to consider richer constraints on the
mode-counts beyond a bound, for instance to synthesize con-
trollers that enforce a linear temporal logic (LTL) property
defined on the mode-counts. Such constraints can be in-
corporated in the proposed framework using mixed integer
programming encodings of LTL [11, 24].

There are some limitations of the proposed framework
that require less trivial extensions. For instance, there could
be small deviations from the model (1) between individual
systems that will lead to an uncertain system model. Simi-
larly, all the states might not be available for measurement,
or state measurements might be noisy or delayed [15]. Also,
the individual system dynamics might not be incrementally
stable. Although there are techniques for constructing ab-

stractions that take into account such imperfections [25,
16, 14], the resulting abstract transition system is usually
non-deterministic. Therefore, such an extension will require
feedback control strategies for which one can potentially use
reactive synthesis or a robust ILP formulation [19]. How-
ever, the resulting reactive synthesis problem is challenging
to solve due to the size of the aggregate (uncertain in this
case) linear system (9). A better characterization of the
trade-offs between solving the problem (12) as a linear pro-
gram versus an integer linear program is also important to
explore, in order to enable some of these extensions in a
computationally tractable way.

Considering the structural properties of the problem, what
enables massive aggregation of individual dynamics is the
permutation invariance of dynamics due to homogeneity and
the permutation invariance of mode-counting constraints.
Therefore, it will be interesting to consider other classes of
systems with symmetries (see, e.g., [7]) where one can utilize
techniques similar to those proposed in this paper to achieve
scalability.

Finally, our work is also related to scheduling based meth-
ods used in intersection collision avoidance [4] and air traffic
control [2]. A crucial difference is that these works consider
finite-horizon objectives, whereas we require control strate-
gies that are valid on an infinite horizon. Therefore, we
believe the proposed work can be used in these application
domains when infinite horizon guarantees are required.

7. CONCLUSIONS
We have considered a new class of constraints, called mode-

counting constraints, and proposed an approach to synthe-
size controllers that can enforce this type of constraints for a
homogeneous collection of switched systems. The proposed
approach utilizes the particular structure of the problem,
the specific form of the control objective and the homogene-
ity of the systems, in a way that allows handling very large
collections of systems. The efficacy of the approach has been
demonstrated both with a numerical example and with an
application to a TCL coordination problem that involves ten
thousand systems.

As discussed in Section 6, there is a wide range of possibil-
ities for future directions; both in terms of potential applica-
tion areas where mode-counting like constraints are relevant,
and in terms of extensions to the type of systems that can
be handled or the type of mode-counting constraints that
can be enforced. We will explore these directions as part of
our future work.
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[19] V. Raman, A. Donzé, D. Sadigh, R. M. Murray, and
S. A. Seshia. Reactive synthesis from signal temporal
logic specifications. In Proc. of HSCC, pages 239–248,
2015.

[20] M. Rungger, M. Mazo Jr, and P. Tabuada.
Specification-guided controller synthesis for linear
systems and safe linear-time temporal logic. In Proc.
of HSCC, pages 333–342, 2013.

[21] B. M. Sanandaji, H. Hao, and K. Poolla. Fast
regulation service provision via aggregation of
thermostatically controlled loads. In Proc. of HICSS,
pages 2388–2397, 2014.

[22] E. Seneta. Non-negative matrices and Markov chains.
Springer, 2006.

[23] P. Tabuada. Verification and control of hybrid
systems: a symbolic approach. Springer, 2009.

[24] E. M. Wolff, U. Topcu, and R. M. Murray.
Optimization-based trajectory generation with linear
temporal logic specifications. In Proc. of ICRA, pages
5319–5325, 2014.

[25] M. Zamani, G. Pola, M. Mazo Jr, and P. Tabuada.
Symbolic models for nonlinear control systems
without stability assumptions. IEEE Trans. on
Automatic Control, 57:1804–1809, 2012.

[26] W. Zhang, K. Kalsi, J. Fuller, M. Elizondo, and
D. Chassin. Aggregate model for heterogeneous
thermostatically controlled loads with demand
response. In Proc. of PES General Meeting, pages 1–8,
2012.

APPENDIX
Proof of Proposition 2. Let NC = |C| × r + z, where
0 ≤ z < |C|. Consider the assignment αint such that

αint =

{
r + 1, i = 1, . . . , z,

r, i = z + 1, . . . , |C|.

Then
∑
i αint(i) = r|C|+ z = NC . From a worst-case anal-

ysis, it follows that the max- and min-counts satisfy:

Ψ(C,αint) ≥ rmin (|C|m, |C| − z)
+ (r + 1) max (0, |C|m − (|C| − z))
= r|C|m + max (0, |C|m − (|C| − z)) ,

Ψ(C,αint) ≤ (r + 1) min (|C|m, z) + rmax(0, |C|m − z)
= r|C|m + min(|C|m, z).

It follows that,

Ψ (C,αavg)−Ψ (C,αint)

≤ |C|mNC|C| − (r|C|m + max (0, |C|m − (|C| − z)))

= |C|m
( |C|r + z

|C|

)
− (r|C|m + max (0, |C|m − (|C| − z)))

= |C|m z

|C| −max (0, |C|m − (|C| − z))

= min

( |C|m
|C| z,

(
1− |C|m|C|

)
(|C| − z)

)
.

Similarly,

Ψ(C,αint)−Ψ(C,αavg) ≤ |C|mr + min(|C|m, z)− |C|mNC|C|
= |C|mr + min(|C|m, z)− |C|mr − |C|m z

|C|

= min

( |C|m
|C| (|C| − z) ,

(
1− |C|m|C|

)
z

)
.


