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Abstract—This paper considers an outlier detection problem for a collection of vehicles or agents. These agents are represented by Markov decision processes and the trajectory data are assumed available. The work aims to learn the intentions or reward functions of agents, and infer the anomalous agents whose intentions differ from the majority. To achieve this, we propose a joint inverse reinforcement learning framework, which enables learning of a common reward function that captures the behavior of the majority as well as individual rewards for normal and abnormal agents. An example on the detection and analysis of driving behaviors is provided, demonstrating the effectiveness of the proposed framework.

I. INTRODUCTION

The detection of anomalous or outlying behaviors can be useful in a broad range of applications, including healthcare [1], [2], finance [3], robotics [4], and more recently, transportation [5]–[7]. Transportation systems, composed of many vehicles or agents, are usually safety-critical. Thanks to the development of smart infrastructures and devices, large amounts of vehicle-driving data are made accessible to learn the nominal driving behaviors as well as to identify interesting or outlying behaviors. Detecting such outlying behaviors at run-time can be important to avoid interruptions to the traffic flow. Offline detection and characterization of such behaviors can also be useful, for instance, in generating interesting test cases for training and testing autonomous driving software [8] or directly reasoning about driver intents at runtime [9]. Reward functions have been considered a succinct, expressive and generalizable representation to characterize the system dynamical behavior [10]–[13] and, therefore, intentions of drivers can be effectively distinguished in the space of reward functions. Inverse Reinforcement Learning (IRL) aims to learn the reward function of a particular driver via the observation of its driving behavior. By characterizing the behavior via the reward function, it becomes easier to determine which drivers differ substantially from others. Nevertheless, a representative reward function for behaviors of the majority can be hard to learn when outliers prevail.

To address this issue, we aim to adapt IRL to learn a reward function which represents the behavior of the majority, and to detect potential outlier behaviors in the collection due to different identified rewards.

Related work: Inverse Reinforcement Learning (IRL) has been successful at representing intentions for a variety of purposes in vehicle driving and traffic modeling applications. In learning driving behaviors, the work in [11] used IRL in a simple, 3-lane car driving simulation where a human expert demonstrated trajectories of five different driving styles, and the resulting algorithm learned reward functions that qualitatively match the demonstrated driving styles. To deal with more complex driving scenarios characterized by large state spaces, the work of [14] improved this method by integrating Deep Q-Learning (DQN) in the inner loop of IRL and generated safe and sound trajectories for that scenario. Similar questions were also addressed via a Maximum-Entropy Deep IRL algorithm proposed in [15], where the authors modeled the vehicles using finite-state Markov Decision Processes (MDPs) and the resulting reward functions were validated by the generated policies in comparison to the demonstrated ones. To achieve a more reactive, dynamic driver intention-prediction, the work in [16] used a hierarchical IRL algorithm and validated the methodology on a ramp-merging scenario. Various other applications of IRL were also considered, e.g. in [17], [18], [19], [20]. In need of the resilience and security of transportation systems, anomaly detection has also been considered recently. In [21], authors used a Bayesian IRL approach to reason about anomalies in the driving data from a single vehicle. In contrast, our work aims to jointly learn a representative reward function for a collection of vehicles in a way that is robust to outliers, while simultaneously detecting the anomalous agents and learning their rewards. There are also techniques beyond IRL for anomaly detection, for instance using temporal logics [22], [23], and applications of anomaly detection in assessment of driving behaviors [9].

Statement of contributions: We propose a novel joint optimization problem, using a finite-state/action MDP agent model, to distinguish a majority of agents with similar behaviors from a smaller set of agents whose behaviors are noticeably different from the majority. This problem is shown to be equivalent to a mixed integer linear program, which can be relaxed to a standard linear program for efficiency. Moreover, we extend the framework to handle incomplete policy information, that can simply be deduced from agent trajectories. To the best of our knowledge, this is the first implementation of a joint optimization problem which simultaneously learns the individual rewards of each
agent, learns a representative reward for the majority, and identifies anomalies.

Notation: Let $\mathbb{R}$, $\mathbb{N}$ and $\mathbb{R}^n$ respectively denote the space of real numbers, natural numbers, $n$-dimensional vectors and $m$-by-$n$ matrices. For an $R \in \mathbb{R}^n$, we denote by $R^\top$ the transpose of $R$ and write $R > 0$ if all components are positive. We respectively denote 1-norm and infinity norm of the vector $R$ by $\|R\|_1$ and $\|R\|_\infty$, and we let $\|R\|_0$ denote the number of non-zero entries of $R$. For a $P \in \mathbb{R}^{n \times n}$, we denote the value at an entry $(s, s')$ by $[P]_{ss'}$, where $s$ and $s'$ are the row and column index, respectively. The cardinality of a finite set $N \subseteq \mathbb{N}$ is written as $|N|$. Specifically, the symbol $1_n$ is a short-hand notation for the vector $(1, \ldots, 1)^\top \in \mathbb{R}^n$ and $0_n$ is that for $(0, \ldots, 0)^\top \in \mathbb{R}^n$. Given a set $S \subseteq \mathbb{R}^n$, we define an indicator function $1_S : \mathbb{R}^n \to \mathbb{R}$, where $1_S(s) = 1$ if $s \in S$, or otherwise 0.

II. PROBLEM FORMULATION

Consider a collection of $N$ independent agents and denote by $\mathcal{N} := \{1, \ldots, N\}$ their index set. We represent each agent $i \in \mathcal{N}$ by a finite-state and finite-action Markov Decision Process (MDP), denoted by a tuple $\text{MDP}_i := (\mathcal{S}, \mathcal{A}, \{\mathcal{P}_{sa}\}, R_i)$, where $\mathcal{S}$ and $\mathcal{A}$ respectively are the set of states and actions with the cardinality $|\mathcal{S}| = n$ and $|\mathcal{A}| = m$. The collection $\{\mathcal{P}_{sa}\}$ contains all state-transition probabilities from any state $s$ in $\mathcal{S}$ and any action $a$ in $\mathcal{A}$, and we define $\mathcal{P}_{sa}(s') := \mathbb{P}(s' | s, a)$ with $P$ a conditional probability measure on $s'$ in $\mathcal{S}$. We assume that each agent $i$ holds a reward function $R_i : \mathcal{S} \to \mathbb{R}$ and operates under a stationary policy $\pi_i : \mathcal{S} \to \mathcal{A}$ which, for any $s_0 \in \mathcal{S}$, maximizes the expected, discounted and cumulative rewards

$$
\max_{\pi_i} \left\{ V^\pi(s_0) := \mathbb{E}\left[ \sum_{t=0}^{\infty} \gamma^t R_i(s_t) | \pi, s_0 \right] \right\},
$$

where we call $V^\pi : \mathcal{S} \to \mathbb{R}$ the value function with the discount factor $\gamma \in (0, 1)$, and the expectation is taken over $s_{t+1} \sim \mathcal{P}_{sa_i}$, with the action selected as $a_t = \pi_i(s_t)$, $t = 0, 1, \ldots$. Notice that each agent owns an unknown reward function as well as an optimal policy, which characterizes the behavior of the agent. In this work, we assume that the majority of the agents behave in a similar and common way, namely, they can be represented by similar, if not the same, reward functions. We denote the set of these agents by $\mathcal{M}^e \subset \mathcal{N}$ and, other than this, we denote by $\mathcal{M} = \mathcal{N} \setminus \mathcal{M}^e$ the set of anomalous agents who behave significantly different from the majority. In particular, we have $|\mathcal{M}^e| \geq |\mathcal{M}|$. To make it clear, let $V$ be the space of reward functions and give a metric $d : V \times V \to \mathbb{R}$ for $V$. We assume agents in $\mathcal{M}^e$ satisfy the following property.

Assumption II.1 (Common behaviors are endowed with similar reward functions) There exists a representative reward $R_0$ and a threshold parameter $\epsilon > 0$ so that, for any agents $i \in \mathcal{M}^e$, $d(R_i, R_0) \leq \epsilon$. Furthermore, for any $j \in \mathcal{M}$, $d(R_j, R_0) > \epsilon$.

Assumption II.1 distinguishes in the reward-function space agents with common behaviors from those with different goals. In this work, we aim to learn a representative reward for the normal agents in $\mathcal{M}^e$ and meanwhile detect anomalies in $\mathcal{M}$, which are outliers. To do this, we consider two problems as follows:

**Problem 1:** Given $\mathcal{S}$, $\mathcal{A}$, $\{\mathcal{P}_{sa}\}$ and policies $\{\pi_i\}_{i \in \mathcal{N}}$, find a representative reward $R_0$ and individual rewards $R_i$ such that for all $i \in \mathcal{M}$, $d(R_0, R_i) > \epsilon$ and for all $i \in \mathcal{M}^e$, $d(R_0, R_i) \leq \epsilon$ for some $\epsilon > 0$.

**Problem 2:** Given $\mathcal{S}$, $\mathcal{A}$, $\{\mathcal{P}_{sa}\}$, and some finite state and action trajectories $\{\tau_i := (s_0^{(i)}, a_1^{(i)}, \ldots, s_T^{(i)})\}_{i \in \mathcal{N}}$, $\eta_i := (\eta_0^{(i)}, \eta_1^{(i)}, \ldots, \eta_T^{(i)})_{i \in \mathcal{N}}$ for each agent $i$ obtained under optimal policies, find a representative reward $R_0$ and individual rewards $R_i$ such that for all $i \in \mathcal{M}$, $d(R_0, R_i) > \epsilon$ and for all $i \in \mathcal{M}^e$, $d(R_0, R_i) \leq \epsilon$ for some $\epsilon > 0$.

Notice that Problem 1 requires the knowledge of the policies while Problem 2 requires only state-action trajectories. A special case of Problem 2 is that all trajectories of agents are complete, i.e., for any agent $i \in \mathcal{N}$ and any $s \in \mathcal{S}$, there exists a time $t$ so that $s_0^{(i)} = s$. In such a scenario, two problems are identical. In the following, we start from a solution to Problem 1 and then further deal with the scenario when the sample trajectories $\{\tau_i, \eta_i\}$ are incomplete or the lengths $\{T_i\}_i$ are too small for policies to be fully recovered.

III. METHODOLOGY

This section first presents our high-level approach, then provides the details of the proposed joint inverse reinforcement learning mechanism which learns the reward functions of agents as well as detects the anomalies.

A. A General Framework

Our complete framework is demonstrated in Fig. 1. To solve Problems 1 and 2, our starting point is the availability of agent models. These models should be well-defined in the sense that the state space $\mathcal{S}$, action space $\mathcal{A}$, and the state-transition mappings $\{\mathcal{P}_{sa}\}$ together encode all possible behaviors independent of the reward. We build these models from training data according to section III-B. Given such models, test state trajectories $\{\tau_i\}$, as well as policies $\{\pi_i\}$ or action trajectories $\{\eta_i\}$, we obtain reward functions that these policies optimize, by solving a large-scale, joint Inverse Reinforcement Learning (IRL) problem. Then, the resulting representative reward function enables us to obtain a threshold-based anomaly detector, which identifies anomalies that belong to the set $\mathcal{M}$. Finally, we address information-fusion techniques when only incomplete trajectories are available. Such a scenario results in a similar and tractable optimization problem.
B. The Data-driven Model of Agents

Suppose that the actual system has a state space $X$ and an action space $U$ that can contain infinitely many elements. To model the actual system by an MDP with $n$ states in $S$ and $m$ actions in $A$, we partition the set $X$ into $n$ subsets $\{X_i\}_{i=1}^n$, where any state $x$ in $X_i$ is mapped to the $i$th state of the MDP in $S$. Similarly, the action space $U$ is partitioned into $m$ subsets $\{U_i\}_{i=1}^m$, where any action $u$ in $U_i$ is mapped to the $i$th action in $A$.

Assume that a set $\{(x_i,u_i,x'_i)\}_{i=1}^m$ of sampled transitions of the actual system is available. Given the partitions $\{X_i\}_{i=1}^n$ and $\{U_i\}_{i=1}^m$, we map each transition $(x_i,u_i,x'_i)$ of the actual system into a transition $(s_i,a_i,s'_i)$ of the MDP. Then, for each tuple $(s,a,s')$ in $S \times A \times S$, the state-transition probability $P_{sa}(s')$ of the MDP is estimated by

$$P_{sa}(s') = \frac{D(s,a,s')}{\sum_{s'' \in S} D(s,a,s'')},$$

where $D(s,a,s')$ is the number of times that the transition $(s,a,s')$ occurs in the mapped data set $\{(s_i,a_i,s'_i)\}_{i=1}^m$. To have a well-defined state-transition probability $P_{sa}$, we require that the data set $\{(s_i,a_i,s'_i)\}_{i=1}^m$ visits all the states with all possible actions for at least once.

C. Learning a Representative Reward Function

To learn a representative reward function, first of all, we need to assume that non-trivial reward functions of all agents exist. Notice that such an assumption depends on the selected models and the available trajectory data. For simplicity, let us first characterize the space of reward functions for a single agent following ideas in [10]. Then, we propose an optimization problem which learns a representative reward function for possibly all common agents.

Consider an agent MDP $\langle S, A, \{P_{sa}\}, R \rangle$ with the optimal policy $\pi$, $|S| = n$ and $|A| = m$. By the Bellman’s principle of optimality, the following relation [24] holds:

$$V^\pi(s) = R(s) + \gamma \sum_{s' \in S} P_{ss'}(s') V^\pi(s'), \forall s \in S,$$

where $\gamma \in (0,1) \subset \mathbb{R}$. With the abuse of notation, let us respectively denote by $V^\pi \in \mathbb{R}^n$ and $R \in \mathbb{R}^n$ the vector form of $V^\pi(s)$ and $R(s)$, $s \in S$, where $V^\pi := [V^\pi(s_1), \ldots, V^\pi(s_n)]^\top$ and $R := [R(s_1), \ldots, R(s_n)]^\top$. In particular, we write the state-transition matrix under a policy $\mu$ as $P^\mu \in \mathbb{R}^{n \times n}$, where, for an entry $(s,s')$, we select $P_{s's'} := P_{ss'}(s')$. As a result, we have

$$V^\pi = R + \gamma P^\pi V^\pi \quad \text{and} \quad V^\pi \geq V^\mu, \forall \mu.$$. (1)

To derive an equivalent expression on the existence of the reward functions, we have two observations. First, the mapping between the reward function $R$ and the optimal value function $V^\pi$ is a bijection: $R = (I - \gamma P^\pi)V^\pi$ because $P^\pi$ is a stochastic matrix and $\gamma \in (0,1)$, thus $(I - \gamma P^\pi)$ is invertible. Then, the existence of $R$ is equivalent to that of $V^\pi$. Second, the inequality in (1) holds for any policy $\mu$. Now, consider a policy $\mu$ to be an one-step extension of $\pi$ at the initial state $s_0$, i.e. $\mu(s_0) \neq \pi(s_0)$ and $\mu(s_t) = \pi(s_t)$ for all $s_t \in S$ and any $t \geq 0$. We consider such perturbations over all possible initial state $s_0 \in S$, resulting in the expected reward of the policy $\mu$ being $V^\mu = R + \gamma P^\mu V^\pi$. Consequently, a condition equivalent to the optimality is

$$(P^\pi - P^\mu)V^\pi \geq 0, \quad \text{with } (s) \in A \setminus \{\pi(s)\}, \forall s \in S.$$ 

Notice that there are at most $m(n-1)$ constraints. Next, let $X^\mu := P^\pi - P^\mu$ and recall that $X^\mu 1_s = 0$, $\|X^\mu 1_x\| \leq 1$. Therefore, finding a reward function is equivalent to finding a nonnegative vector $z$ so that $X^\mu z \geq 0$ for all possible $\mu$. However, nontrivial solutions to $z$ may not exist for particular systems and optimal policies given, as showing in the following example.

Example III.1 (Non-trivial reward functions may not exist) Consider a 2-dimensional MDP where $S := \{s_1, s_2\}$ and $A := \{\text{stay, switch}\}$. The action stay and switch respectively retain and change the state with the probability $1$. Given that the optimal policy is switch for both state $s_1$ and $s_2$. Then, the only possible rewards are trivial ones.

Furthermore, we show the closed form solutions to reward functions for a system with two states and a given optimal policy in the following lemma.

Lemma III.1 (Explicit Reward functions of 2-dimensional systems) Given an MDP with $|S| = 2$ and given a policy $\pi$ that optimizes a set $\mathcal{R}$ of unknown reward functions. Then, all reward functions $R \in \mathcal{R}$ can be written in the following form: $R = \alpha 1 - (I_2 - \gamma P^\pi)[0, \Delta]^\top$, $\alpha \in \mathbb{R}$, with either $\Delta \geq 0$ or $\Delta \leq 0$.

Proof: To find $R$, we equivalently aim to find $z := [z_1, z_2]^\top \in \mathbb{R}^2 \geq 0$ so that $X^\mu z \geq 0$ for all possible $\mu$, with $X^\mu$ in the following parameterized form

$$X^\mu := P^\pi - P^\mu = \begin{bmatrix} \lambda_1^\mu & -\lambda_2^\mu \\ \lambda_2^\mu & -\lambda_1^\mu \end{bmatrix}, \text{ for some } \lambda_1^\mu, \lambda_2^\mu \in [-1,1],$$

where $(\lambda_1^\mu, \lambda_2^\mu)$ depends on $\pi$ and is parameterized by $\mu$. There are three possibilities for solutions to $\{X^\mu z \geq 0\}$: 1) all parameters in $Z := \{\lambda_1^\mu, \lambda_2^\mu\}$ are nonnegative; 2) there exist $\eta_1, \eta_2 \in Z$ which have different signs; and 3) all parameters in $Z$ are negative. We know that each pair of parameters $(\lambda_1^\mu, \lambda_2^\mu)$ satisfies:

$$\lambda_1^\mu (z_1 - z_2) \geq 0, \lambda_2^\mu (z_1 - z_2) \geq 0.$$ 

For the case 1), we have $z_1 - z_2 \geq 0$. Now, consider solution $z = [\alpha, \alpha - \Delta]^\top$ with $\alpha \in \mathbb{R}$ and $\Delta \geq 0$. We find explicit reward functions, written as $R = \alpha (1 - \gamma) 1_2 - (I_2 - \gamma P^\pi)[0, \Delta]^\top$. As $\alpha$ can be arbitrary, we achieve the form as in the lemma. For the case 2), since $\eta_1, \eta_2$ must have different signs, then $z = \alpha 1_2$, $\alpha \in \mathbb{R}$, resulting in trivial reward functions $R = \alpha (1 - \gamma) 1_2$. This is again in form of the solution as in the lemma. Case 3) achieves the same form, with $\Delta \leq 0$.

A function is non-trivial if its image set is not a singleton.

2Notice that whenever $X z \geq 0, X \hat{z} \geq 0$ for any $\hat{z} = z + \alpha 1_n, \alpha \in \mathbb{R}$.
Intuitively, Lemma III-C says that, with a given \( \pi \), the number of reward functions optimized by \( \pi \) is infinite and, all these rewards \( R \) fall in one of the following three situations: 1) \( R(s_1) > R(s_2) \), 2) \( R(s_1) < R(s_2) \) and 3) \( R(s_1) = R(s_2) \).

Therefore, Example III.1 and Lemma III-C indicate that a given model with a policy does not necessarily guarantee existence of a nontrivial reward function. Further, even when the policy is optimal, it does not necessarily come from a unique reward function and, we can only learn the reward function of an agent in an equivalence class. Then, without loss of generality, we learn reward functions whose range is in the unit interval and, we characterize the set of feasible reward functions for an agent \( i \in N \) by

\[
\mathcal{R}_i^\beta := \left\{ R : \mathcal{S} \mapsto [0, 1] \bigg| R = (I - \gamma \mathcal{P}^\pi_i) \mathcal{V}^\pi_i, (\mathcal{P}^\pi_i - \mathcal{P}) \mathcal{V}^\pi_i \geq \beta, \forall \mu(s) \in \mathcal{A} \setminus \{\pi_i(s)\}, s \in \mathcal{S} \right\}, \tag{2}
\]

where the nonnegative parameter \( \beta \in \mathbb{R}^n \) quantifies the degree of the optimality compared to alternative policies. The larger the \( \beta^\top 1_n \), the smaller the number of rewards in \( \mathcal{R}_i^\beta \) and, the larger the difference between the optimal value function \( \mathcal{V}^\pi \) and the rest of value functions \( \{\mathcal{V}^\pi_i\} \).

In particular, we write \( \mathcal{R}_i := \mathcal{R}_i^0 \), which contains all reward functions that satisfy the optimality condition, including those trivial ones.

In the following, we consider selecting a representative reward function \( R_0 \) that solves Problems 1 and 2. To do this, let us denote by \( \ell : \mathbb{R}^{n(N+2)} \mapsto \mathbb{R} \), \((R_0, R_1, \ldots, R_N, \beta) \mapsto \mathbb{R} \), the loss function which encodes the classification of the anomaly as well as the determination of \( R_0 \) so that it is close to all normal agents’ reward functions. Then, we seek for solutions of an optimization problem, defined as follows:

\[
\min_{R_0, R_1, \ldots, R_N, \beta} \ell(R_0, R_1, \ldots, R_N, \beta),
\]

s.t. \( R_i \in \mathcal{R}_i^\beta, \forall i \in N \),

where \( \beta \) can be an a-priori and fixed margin, or a decision variable to be jointly optimized. In the following section, we propose several loss functions \( \ell \) so that solutions to (P) are efficient and, in the mean time, our goal can be achieved.

D. Reward-based Behavior Classification and Detection

To enable the behavior classification and anomaly detection, a possible loss function is the number of agents that cannot be represented by \( R_0 \). In other words, we consider the reward-distance function \( L : \mathbb{R}^{n(N+1)} \mapsto \mathbb{R}^N \), where

\[
L(R_0, R_1, \ldots, R_N) := (d(R_0, R_1), d(R_0, R_2), \ldots, d(R_0, R_N)),
\]

with \( d \) a metric on the space of reward functions, and we select the loss function \( \ell \) to be the cardinality function (also known as 0-norm) of \( L \), \( \ell := \|L\|_0 \). The cardinality function promotes sparsity and aims to make as many \( R_i \)'s equal to \( R_0 \) as possible. Such a selection clusters similar rewards and meanwhile allows for the learning of the actual number of anomalous agents, i.e., an unknown value \( |M| \). Further, we would like to mention that the optimality margin \( \beta \) plays a role in determining the representative reward function. To exclude trivial reward functions, we use \( \beta > 0 \) as a hyperparameter. Precisely, we consider \( d(R_0, R_i) := \|R_0 - R_i\|_1, i \in N \), and \( \ell := \lambda/N\|L\|_0 - 1/n\beta^\top 1_n + 1/(nN) \sum_{i \in N} \|R_i\|_1 \), with a given hyper-parameter \( \lambda > 0 \). Notice that, in \( \ell \), the first term encodes our goal which clusters agents that are similar; the second regulates optimality of the learned rewards; and the third promotes sparse rewards. Particularly, we choose large \( \lambda \) if we solely emphasize on our goal of clustering. Consequently, we write Problem (P) in the following form:

\[
\min_{R_0, R_1, \ldots, R_N, \beta} \frac{\lambda}{N}\|L\|_0 - \frac{1}{n}\beta^\top 1_n + \frac{1}{nN} \sum_{i \in N} \|R_i\|_1,
\]

s.t. \( R_i = (I - \gamma \mathcal{P}^\pi_i) \mathcal{V}^\pi_i, \forall i \in N, \)

\[
(\mathcal{P}^\pi_i - \mathcal{P}) \mathcal{V}^\pi_i \geq \beta, \forall \mu(s) \in \mathcal{A} \setminus \{\pi_i(s)\}, s \in \mathcal{S}, i \in N,
\]

\[
\beta \geq 0_n, 0 \leq R_i \leq 1, \forall i \in N. \tag{P}
\]

The selected cardinality function results in a discontinuous objective function, which renders Problem (P) intractable. In the following, we investigate an equivalent problem formulation so that solutions to (P) is the same as that to a mixed-integer linear program.

Lemma III.2 (Mixed-integer formulation is exact) Let us introduce auxiliary variables \( x \in \{0, 1\}^N, y \in \mathbb{R}^N \) and \( z_i \in \mathbb{R}^n, i \in N \). Then, the solutions to (P) are the same as those to the following problem:

\[
\min_{R_0, R_1, \ldots, R_N, \beta, x, y, z_i, i \in N} \frac{\lambda}{N} x^\top 1_N - \frac{1}{n}\beta^\top 1_n + \frac{1}{nN} \sum_{i \in N} \|R_i\|_1,
\]

s.t. all constraints in (P), \( \beta \geq 0_n, R_0 - R_i \leq z_i, \forall i \in N, R_i - R_0 \leq z_i, \forall i \in N, [z_1^\top 1_n, z_2^\top 1_n, \ldots, z_N^\top 1_n]^\top \leq y, 0_N \leq y \leq nx, x \in \{0, 1\}^N. \tag{MILP}
\]

Proof: We achieve such a conclusion by equivalently re-formulating the objective function of (P) using the definition of function \( L \), metric \( d \), and the binary, cardinality-indicator variable \( x \).

To find solutions of (P), Lemma III.2 indicates that we only need to solve Problem (MILP), which is a large-scale mixed-integer linear program. Notice that solving Problem (MILP) generally is NP-hard. Alternatively, we can consider a convex relaxation of (MILP) with \( x \) being a continuous variable in \([0, 1]^N\). Then, the resulting problem becomes a linear program, which employs, in the original objective function \( \ell, \|L\|_1 \) in the place of \( \|L\|_0 \), and such a formulation can be efficiently solved in practice. Later, we use the convex relaxation for more efficient solutions.

Solutions to Problem (MILP) or its relaxation result in a representative reward function \( R_0 \) as well as rewards \( \{R_i\}_{i \in N} \) learned for each agents, which enable a threshold-based classifier for anomaly detection. Therefore, given a threshold \( \epsilon > 0 \), the set \( M \) of anomalous agents can be determined by identifying agent \( i \) with \( R_i \) satisfying \( d(R_0, R_i) > \epsilon \), i.e., \( M^\epsilon := \{i \in N : d(R_0, R_i) \leq \epsilon \} \). Notice
that the effectiveness of the detector depends on solutions to (MILP) as well as a proper threshold $\epsilon$ given.

### E. Scalable Information Fusion on Multiple-Agents Data

In this section, we consider how a-priori information of agents can be infused into Problem (MILP) or its relaxation.

The challenge of Problem 1 and 2 is the evaluation of constraints, especially the deduction of policy-related matrices $P^{\pi_i}$, $i \in \mathcal{N}$. Notice that, in Problem 1, the agent model $\{P_{sa}\}$ and policies $\{\pi_i\}_{i \in \mathcal{N}}$ are available, resulting in explicit formulas of matrices $P^{\pi_i}$, $i \in \mathcal{N}$, with each entry $(s, s')$ being $P^{\pi_i}(s, s') := P_{s\pi_i(s)}(s')$. Therefore, Problem 1 can be readily solved by a monolithic solution to Problem (MILP). In contrast, matrices $\{P^{\pi_i}\}_{i \in \mathcal{N}}$ Problem 2 must be estimated using agent-trajectory data $\{\tau_i, \eta_i\}_i$, or equivalently $\{(s^{(i)}_t, a^{(i)}_t)\}_t$. Here, for any agent $i \in \mathcal{N}$, state $s \in \mathcal{S}$ and action $a \in \mathcal{A}$, we denote by $Q^{(i)}(a) := \sum_t I_{s_t}(s^{(i)}_t)I_{a_t}(a^{(i)}_t)$ the total number of data points so that $(s^{(i)}_t, a^{(i)}_t) = (s, a)$ over all possible $t$. Then, the values $\{Q^{(i)}(a)\}_a$ encode the empirical distribution of optimal actions of an agent $i$ at the state $s$. For simplicity, we select the policy to be

$$\pi_i(s) \in \arg\max_{a \in \mathcal{A}} Q^{(i)}(a), \quad i \in \mathcal{N}, \quad s \in \mathcal{S}. \quad (3)$$

When all the states of agents have been visited in the trajectory data available, the above formula recovers matrices $\{P^{\pi_i}\}_{i \in \mathcal{N}}$ and we solve Problem 2 via the solution to Problem (MILP) directly. Otherwise, there exists at least one agent $i$ which visited the state space partially. In such a scenario, let us denote by $\mathcal{S}_{\text{visited}}^{(i)}$ the set of visited states in the trajectory data $\{(s^{(i)}_t, a^{(i)}_t)\}_t$ and we employ the policy-selection rule (3) for all agents over visited states. Because of the missing information on the unvisited states, reward functions must be learned partially. In the following, we propose the information fusion technique which learns a common reward function that combines trajectories from multiple agents.

For an agent $i \in \mathcal{N}$, we define a state-selection matrix $H_i \in \mathbb{R}^{n_i \times n}$ where $n_i := |\mathcal{S}_{\text{visited}}^{(i)}|$, and rows of $H_i$ are the rows of the identity matrix $I_{n_i}$ whose indices are those of the elements in $\mathcal{S}_{\text{visited}}^{(i)}$. For example, given the set $\mathcal{S} = \{1, 2, 3, 4\}$ and $\mathcal{S}_{\text{visited}}^{(i)} = \{2, 4\}$, we have $H_i = \begin{bmatrix} \alpha & \beta & \gamma & \delta \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}$.

Then, each agent $i$ must have a reward in a relaxed set of $\mathcal{R}_{i, \beta}^{\text{relax}}$ as follows:

$$\mathcal{R}_{i, \beta}^{\text{relax}} := \{ R : \mathcal{S} \rightarrow \mathbb{R} \mid \begin{array}{c} H_i R = H_i(I - (1 - \gamma P^{\pi_i})V^{\pi_i}), \\
\min_{\mu(s) \in \mathcal{A}} \{\pi_i(s), \ s \in \mathcal{S}_{\text{visited}}^{(i)}\} \end{array} \}.$$  

Notice how the number of constraints reduces due to the missing information and how the bounds on the range of $R$ are moved to that of $V$ by leveraging the bijection map. As a consequence, unvisited state entries of $R$ become arbitrary in $[0, 1]$ and, each set $\mathcal{R}_{i, \beta}^{\text{relax}}$ provides the characterization of visited entries using the available data from agent $i$. Consider such information of all agents in $\mathcal{N}$, we learn a common reward $R_0$ by solving a variant of Problem (P) as follows:

$$\begin{align*}
\min_{\beta, R_0} & \frac{1}{n} \sum_{i \in \mathcal{N}} \| L_0 - R_0 H_i \|_2^2 \quad \text{subject to} \quad \| R_i \|_1 \leq \epsilon_i, \\
\beta, R_0 & \geq 0, \\
\end{align*}$$

where $H_0$ and $h_0$ respectively represent a sample matrix and its rank corresponding to the set $\bigcup_{i \in \mathcal{N}} S_{\text{visited}}^{(i)}$. Problem (P) can be equivalently reformulated as a problem similar to (MILP), which provides us with a tractable formulation in case the trajectory data are incomplete or limited. In such a formulation, unvisited entries of the representative reward function $R_0$ will be rendered to zero. Furthermore, for each $i \in \mathcal{N}$, unvisited entries of $R_i$ will be equal to their corresponding entries in $R_0$. Consequently, solutions to Problem (P) result in representative reward entries $H_0 R_0$ as well as reward entries $\{H_i R_i\}_{i \in \mathcal{N}}$ learned for each agent, enabling a similar threshold-based classifier for anomaly detection. In words, given a threshold $\epsilon > 0$, the set $\mathcal{M}$ of anomalous agents can be determined by identifying agent $i$ with $H_i R_i$ satisfying $d(H_0 R_0, H_i R_i) > \epsilon$, where the metric $d$ is the $\infty$-norm on the reduced space. Then, we find $\mathcal{M}^c := \{i \in \mathcal{N} \mid \| H_i R_0 - H_i R_i \|_\infty \leq \epsilon \}$.

### IV. Application in Driving Behavior Analysis

In this section, we study vehicle interactions and employ the proposed framework for detecting anomalous driving behaviors. To characterize the vehicle interaction, we represent a follower-leader vehicle pair as an agent and consider the model of the agent as in Fig. 2. To analyze the proposed framework, we consider two case studies with and without known policies, corresponding to Problems 1 and 2, respectively. In particular, the first case study leverages a given MDP model and known agent policies, examines the equivalence class of rewards which can be learned, and analyzes the effectiveness of the proposed framework. In the second case study, we employ trajectory data collected from a simulator, use it to learn data-driven MDP models, and evaluate our framework on new data from the simulator. In such a scenario, actual agent rewards are unknown and most agent trajectories are incomplete, i.e., each trajectory visits only some subset of the states. Consequently, we focus on the empirical analysis of the solution.

#### A. Case Study A

To study highway driving behaviors and test our framework in detecting anomalous agents, we define a 2-dimensional state $s := (v_e, v_p)$, where the first component is the speed of the follower, ego vehicle, and the second is that of the leader, preceding vehicle. For simplicity,
we consider discrete system states where each vehicle’s speed is either fast or slow, and define $\mathcal{S} := \{\text{fast}, \text{slow}\}^2$, with $n := |\mathcal{S}| = 4$. In particular, a state $s = (\text{fast}, \text{slow})$ indicates the ego-vehicle speed $v_e$ being fast and the preceding-vehicle speed $v_p$ being slow. Furthermore, we assume that only the ego vehicle can be controlled and we select the action space to be a 2-dimensional vector $a := (a_1, a_2)$, where the first component is the action related to speed and the second is that to lane position. Again, we consider a discrete action space and define $\mathcal{A} := \{\text{keep}, \text{change}\}^2$, with $m := |\mathcal{A}| = 4$. For instance, an action $a = (\text{change}, \text{keep})$ means changing the speed and keeping the lane position for the ego vehicle. Based on the selected state and action spaces, we propose an MDP model with the following transition probabilities given all possible actions $(a_1^0, a_2^0, a_3^0, a_4^0)$:

$$
p^a_1 = \begin{bmatrix} .99 & .01 & 0 & 0 \\ .01 & .98 & 0 & .01 \\ 0 & .01 & .99 & 0 \\ .01 & 0 & .98 & .01 \end{bmatrix}, \quad p^a_2 = \begin{bmatrix} .5 & .5 & 0 & 0 \\ .01 & .99 & 0 & 0 \\ 0 & 0 & .5 & .5 \\ 0 & 0 & .5 & .5 \end{bmatrix},
$$

$$
p^a_3 = \begin{bmatrix} .01 & .98 & .01 & 0 \\ 0 & .01 & .98 & .01 \\ .98 & .01 & .01 & 0 \\ .01 & .98 & 0 & .01 \end{bmatrix}, \quad p^a_4 = \begin{bmatrix} .5 & .5 & 0 & 0 \\ 0 & 0 & .5 & .5 \\ 0 & 0 & .5 & .5 \\ .01 & .99 & 0 & 0 \end{bmatrix},
$$

where both row and column indices of matrices are states in the order $s_1^0 = (\text{slow, slow}), s_2^0 = (\text{slow, fast}), s_3^0 = (\text{fast, slow}), s_4^0 = (\text{fast, fast})$, and actions taken for those transition probabilities are $a_1^0 = (\text{keep, keep}), a_2^0 = (\text{keep, change}), a_3^0 = (\text{change, keep}), a_4^0 = (\text{change, change})$. Notice how these matrices are related to the agent model $\{P_{sa}\}$ as described in Section III-C.

**Equivalence class of reward functions:** Given an MDP, there are many reward functions that would lead to the same optimal policy. To explore this, we uniformly sample $2^n$ non-trivial reward functions in the space $[0, 1]^n$ and derive optimal policies of these reward functions via the classical policy iteration approach [25]. Overall, there can be $n^m = 256$ possible policies and, among all these policies, only 24 policies are optimal for non-trivial reward functions sampled. Apparently, there exist policies which can not be optimal for any non-trivial reward functions and, a policy can be optimal for multiple reward functions. Such a result coincides with our observation in Example III.1 and, therefore, we must learn a representative reward from an equivalence class. To verify this, Fig. 3 visualizes the space of reward functions.

---

**Fig. 3:** Equivalence class of reward functions where each color represents a class that results in the identical optimal policy.

**Fig. 4:** Solution $R_0, M$ returned by the proposed framework, with parameters $\lambda = 10$ and $\epsilon = 0.1$. The left figure is the learned rewards projected onto $(s_3^0, s_3^1, s_1^0)$-space and the right is onto $(s_3^0, s_3^1, s_3^0)$-space.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>NC 1 accuracy</th>
<th>NC 1 $F_1$</th>
<th>NC 2 accuracy</th>
<th>NC 2 $F_1$</th>
<th>$\epsilon = 0.01$</th>
<th>$\epsilon = 0.1$</th>
<th>$\epsilon = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.75</td>
<td>0.25</td>
<td>0.84</td>
<td>0.82</td>
<td>0.95</td>
<td>0.93</td>
<td>0.87</td>
</tr>
</tbody>
</table>

**TABLE I:** Framework performance in Case A, compared to baseline naive classifiers NC1 and NC2.

$R \in \mathbb{R}^n$ where each point indicates a sampled reward function and the color indicates a particular optimal policy derived using that function. Notice that we sliced the four dimensional reward space over the dimension (slow, slow) for visualization purposes.

Next, we numerically evaluate the proposed framework on test data and demonstrate the solution to Problem 1 with the given agent policies and a threshold $\epsilon$.

**Test data:** We consider the anomaly detection Problem 1 given policies $\{\pi_i\}_{i \in N}$ with $|N| = 100$. These policies are obtained using policy-iteration from the known set of reward functions, denoted by $\{R_i^{\text{true}}\}_{i \in N}$. We assume there roughly are $|\mathcal{M}| = 90, 80, 70, 60$ normal agents with $\{R_i^{\text{true}}\}_{i \in \mathcal{M}^c}$ being random rewards with the mean value $(0.1, 0, 0.2, 1)$. And the corresponding anomalous agents have rewards randomly sampled from the uniform distribution in $[0, 1]^n$. Notice that random anomalous agents can also take rewards close to those of normal agents. Finally, we emphasize that only policies are available for the proposed framework but the rewards are not.

**Anomaly detection:** We solve the linear programming relaxation of the problem (MLP) with $\lambda = 10$. We denote the obtained rewards by $(R_0, R_1, \ldots, R_N)$. Then, we select the detection threshold to be $\epsilon := 0.01, 0.1, 0.5$ and determine the set of abnormal agents by $\mathcal{M} := \{i \in N \mid d(R_0, R_i) > \}$.
As an example, Fig. 4 demonstrates the distribution of the actual rewards \( \{ R_{\text{true}} \}_{i \in \mathbb{N}} \) together with the learned representative reward \( R_0 \) with roughly 70 normal agents and \( \epsilon = 0.1 \). Notice that agents with the red color are classified as the anomaly, and those with the blue color are normal ones. For each \( |\mathcal{M}| = 90, 80, 70, 60 \), we run the method 10 times using the randomized data sets. Below are the results.

**Discussion:** We use the accuracy and \( F_1 \) score to measure the performance of the anomaly detection. Precisely, the accuracy is the ratio of correctly predicted samples to all samples and \( F_1 := 2 / (\text{precision}^{-1} + \text{recall}^{-1}) \), where the precision is the ratio of correctly predicted anomalies to the total predicted anomalies and the recall is the ratio of correctly predicted anomalies to all actual anomalies. Intuitively, \( F_1 \) score balances the rates of false positive and false negative, and a high \( F_1 \) validates the effectiveness of the detection. To validate this, we use two very naive zero-rule detectors, where detector NC1 classifies all as normal agents and detector NC2 classifies all as anomalous agents. With various thresholds \( \epsilon \), we compare the performance of our detector with that of the naive detectors in Table. I. These values are averaged over those measures in each scenario with \( |\mathcal{M}| = 90, 80, 70, 60 \). Notice that the proposed approach performs generally better than the baseline.

**B. Case Study B**

Here, we use a vehicle simulator to generate data for the model construction as well as that for anomaly detection. The simulator is developed based on the Intelligent Driver Model [26], [27] as well as MOBIL [27], where we consider a three-lane highway with a collection of cars driving at the mean speed around 30 m/s. The data are generated by tuning car-following behavior as well as lane-change behavior in IDM and MOBIL, respectively. Except for the standard setting in [27], we generate normal and anomalous agents by changing the safe distance parameter \( s_0 \) in IDM and politeness parameter \( p \) in MOBIL. Intuitively, \( s_0 \) is set an order of magnitude smaller for normal agents than for anomalous agents, while the distance between centers of \( p \) values for these two group of agents is 0.25.

In this case, we have access to control actions of the ego vehicle as well as trajectories of all vehicles in the simulator. Based on this, we use a set \( \{ \mathcal{D}_i \}_{i=1}^{100} \) of 100 trajectories for the system-model estimation and provide a separate data set for anomaly detection.

**Data-based model:** To construct the model, we write each time step \( i \) of the trajectory data as a tuple \((x_i, u_i, x_{i+1})\), where the state \( x_i := (x^i_t, x^p_i, d_i) \) respectively consists of ego-vehicle speed, the relative speed between the leader and follower, and the headway distance; the action \( u_i \) consists of a binary variable in \{keep, change\} indicating if the vehicle performs a lane-change and a continuous variable in \( \mathbb{R} \) indicating the acceleration of the vehicle. As discussed in Section III-B, we construct the MDP by partitioning the state space of the actual system into 27 rectangular grids, mapped to 27 states in \( \mathcal{S} \). In particular, thresholds \( \{27, 31\} \{m/s\}, \{-4, 4\} \{m/s\} \) and \( \{50, 100\} \{m/s\} \) are used to partition components of the states, respectively. Furthermore, we manually select two thresholds \( \pm 0.5m/s^2 \) that maps the vehicle acceleration into three discrete actions \{accel, keep, decel\}. Here accel (or decel) indicates that the vehicle is accelerating (or decelerating), and keep indicates that the vehicle maintains the current speed with a near-zero acceleration in the given thresholds. Thus, the action space \( \mathcal{A} := \{ \text{keep}, \text{change} \} \times \{ \text{accel}, \text{keep}, \text{decel} \} \). Notice how the state and action spaces of the MDP are extended from those in Case A, resulting in a more realistic model.

**Anomaly detection:** To evaluate our approach, we build a data pool of \( |\mathcal{N}| = 50 \) agents where the rate of anomalies, denoted by \( r_a \), is selected to be 10%, 20%, 30%, 40%. We test the framework on various \( |\mathcal{M}| \) or \( r_a \) as well as the detection thresholds \( \epsilon = 0.05, 0.1, 0.15 \). For each given \( r_a \) and \( \epsilon \), we run our method 10 times with randomized data selections. The resulting detection measures \( z \) are in Fig. 5.

**Results:** We use the accuracy and \( F_1 \) score to measure the performance of the anomaly detection and these metrics are defined in the Case Study A. The results are again compared with two naive zero-rule detectors as well as two naive sampling-based detectors where the detector NC3 classifies each agent as normal or abnormal with the same probability and NC4 does that with the probability \( r_a \) being anomalous. We also compare our results with k-Shape [28] and Kernel K-means (KKM) [29], which are unsupervised learning algorithms used in time-series clustering. The inputs to both of these methods are the raw driving trajectories and the desired number of clusters (2 in our case). Each method then outputs two clusters and assigns each driver to a respective cluster. We consider the cluster with the larger number of members to be the normal agents cluster and calculate the classification results accordingly. Results are shown in Table. II. Notice how the baseline contrasted with the proposed framework and how our approach trade-off accuracy with \( F_1 \) score. Intuitively, the higher the \( F_1 \) score, the higher the ability to identify anomalies with that given threshold \( \epsilon \) and anomaly rate \( r_a \). To further verify the performance, Fig. 5 provides all agents’ detection measures \( z \) which are respectively associated with the parameter \( r_a := 10\%, 20\%, 30\%, \) and \( 40\% \). In the figure, each line is one single test, where the \( x \)-axis is the index of agents and \( y \)-axis is the detection measure \( z \) of that agent. Measures on the actual, human-classified normal agents are colored blue and that on anomalous are red. In particular, the averaged detection measure is highlighted in figures. It can be seen that, the lower the threshold \( \epsilon \), the lower the precision but the higher the recall. Furthermore, anomalous agents tend to have uniformly-higher detection measures and as the ratio of anomalies increases, the detection ability decrease if the threshold is fixed. In practice, the threshold parameter \( \epsilon \) can be tuned to optimize the performance of the framework.

**V. Conclusions**

A novel, reward-based detection framework is proposed to identify agents with anomalous behaviors. The proposed framework identifies anomalies in the given data set and provides a representative reward which is robust w.r.t. outliers. An application in detecting abnormal driving behavior...
TABLE II: Framework performance in Case B, compared to baselines NC1, NC2, NC3, NC4, k-shape and KKM.

<table>
<thead>
<tr>
<th>(accuracy, $P_1$)</th>
<th>NC 1</th>
<th>NC 2</th>
<th>NC 3</th>
<th>NC 4</th>
<th>k-shape</th>
<th>KKM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_1 = 0.1$</td>
<td>(0.91, 0.1)</td>
<td>(0.91, 0.18)</td>
<td>(0.91, 0.1)</td>
<td>(0.88, 0.34)</td>
<td>(0.57, 0.18)</td>
<td>(0.26, 0.54)</td>
</tr>
<tr>
<td>$r_2 = 0.2$</td>
<td>(0.80, 0)</td>
<td>(0.20, 0.33)</td>
<td>(0.50, 0.29)</td>
<td>(0.68, 0.20)</td>
<td>(0.80, 0)</td>
<td>(0.54, 0.27)</td>
</tr>
<tr>
<td>$r_3 = 0.3$</td>
<td>(0.70, 0)</td>
<td>(0.30, 0.46)</td>
<td>(0.50, 0.37)</td>
<td>(0.58, 0.30)</td>
<td>(0.72, 0.16)</td>
<td>(0.53, 0.36)</td>
</tr>
<tr>
<td>$r_4 = 0.4$</td>
<td>(0.60, 0)</td>
<td>(0.40, 0.57)</td>
<td>(0.50, 0.45)</td>
<td>(0.52, 0.40)</td>
<td>(0.60, 0.03)</td>
<td>(0.56, 0.47)</td>
</tr>
<tr>
<td>avg. rates</td>
<td>(0.75, 0)</td>
<td>(0.25, 0.39)</td>
<td>(0.5, 0.32)</td>
<td>(0.65, 0.25)</td>
<td>(0.75, 0.05)</td>
<td>(0.55, 0.32)</td>
</tr>
</tbody>
</table>

Fig. 5: Statistics of the detection measure $z$. Each dot is the measure of a single tested agent, except that the highlighted dot is the averaged measure over 10 tests for that agent index. The blue portion are measures of the labeled normal agents and the red are those of anomalous ones.

is studied in detail. Future work will focus on the extension of the framework to online detection scenarios and incorporating logical structure in addition to rewards to improve interpretability. We are also interested in using the learned rewards (both for normal and for anomalous agents) for downstream tasks like generating test scenarios for evaluating autonomous driving algorithms. Another direction is to develop similar anomaly detection techniques by adopting more recent IRL methods. This will allow for capturing rich feature-based rewards and expanding to the continuous domains.
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