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ABSTRACT
The past few decades have witnessed a chronic and widening
imbalance among processor bandwidth, disk capacity, and
access speed of disk. According to Amdhal’s law, the per-
formance enhancement possible with a given improvement
is limited by the amount that the improved feature is used.
This implies that the performance enhancement of an OLTP
system would be seriously limited without a considerable
improvement in I/O throughput. Since the market debut of
flash memory SSD a few years ago, we have made a contin-
ued effort to overcome its poor random write performance
and to provide stable and sufficient I/O bandwidth. In this
paper, we present three different flash memory SSD mod-
els prototyped recently by Samsung Electronics. We then
show how the flash memory SSD technology has advanced
to reverse the widening trend of performance gap between
processors and storage devices. We also demonstrate that
even a single flash memory drive can outperform a level-0
RAID with eight enterprise class 15k-RPM disk drives with
respect to transaction throughput, cost effectiveness and en-
ergy consumption.

Categories and Subject Descriptors
H. Information Systems [H.2 DATABASE MANAGE-
MENT]: H.2.2 Physical Design

General Terms
Design, Measurement, Performance
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1. INTRODUCTION
Lately there has been a substantial influx of solid state

drives (SSD) based on NAND type flash memory in the
storage market. Despite its superiority in access latency and
energy consumption, the full-blown adoption of flash mem-
ory SSD is yet to be seen, partly because there still remain
concerns about endurance, tardy random writes and price.

Since the market debut of flash memory SSD a few years
ago, we have made a continued effort to overcome its poor
random write performance and to provide stable and suf-
ficient I/O bandwidth. This has been a challenging but
critical mission for enterprise database applications, because
write operations randomly scattered over a large data space
are very common in typical OLTP workloads and high trans-
action throughput cannot be achieved without providing suf-
ficient I/O throughput. Following up the previous work that
suggests flash memory SSD as a storage medium for log-
ging, temporary table spaces and rollback segments [10], this
study aims at demonstrating that, with the latest advances
in the SSD technology, flash memory drives have emerged as
a viable option even for database table spaces and indexes
where randomly scattered reads and writes are a dominant
pattern of I/O.

In this paper, we present three different flash memory
SSD models prototyped recently by Samsung Electronics,
namely, Personal Class SSD Models A and B (PC-A and
PC-B), and Enterprise Class SSD (EC). We then show how
the flash memory SSD technology has advanced to reverse
the widening trend of performance gap between processors
and storage devices. The most recent prototype EC SSD is
equipped with several notable architectural enhancements
such as fat provisioning, a larger DRAM buffer, inter-comm-
and parallelism with more channels, and native command
queuing.

The I/O benchmark tests carried out with public domain
tools show that the access density of a storage system could
increase significantly by up to several orders of magnitude by
adopting the advanced flash memory drives. We believe that
the magnitude of this improvement was large enough to be
taken as an evidence of the reversed trend in the processor-
storage performance gap, which is being enabled by this
new SSD technology. We have also observed in the TPC-C
benchmark tests that even a single Enterprise Class flash
memory drive can outperform a level-0 RAID with eight
enterprise class 15k-RPM disk drives in terms of transaction
throughput, cost effectiveness and energy consumption. The
amount of energy consumed by the EC flash memory drive
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to deliver comparable peak transaction throughput was far
less than ten percent of what the RAID-0 with eight disks
consumed.

2. I/O CRISIS IN OLTP SYSTEMS
In the past few decades, we have witnessed a chronic and

widening imbalance between the capacity and the access
speed of magnetic disk drives. According to a recent sur-
vey [13], while disk capacity had increased about 2500 times
during the period from 1983 to 2003, disk bandwidth and
latency had improved only about 140 times and 8 times, re-
spectively, during the same period. The imbalance between
the capacity and the access speed is often measured by a
metric called access density [6]. Access density is the ratio
of the number of I/O operations per second to the capac-
ity of a disk drive. Apparently, the access density of disk
drives has steadily declined in the past few decades, and is
expected to decrease even further in the future.

Amdhal’s law states that the performance enhancement
possible with a given improvement is limited by the amount
that the improved feature is used [5]. In an OLTP system
that processes a large number of small random I/O oper-
ations continually, the processor bandwidth will be only a
small fraction of the ‘features to be improved.’ This implies
that the performance enhancement of an OLTP system will
be seriously limited without a considerable improvement in
I/O throughput.

According to the aforementioned survey, processor band-
width measured in MIPS had improved about 2250 times
during the period from 1982 to 2001. It is noteworthy that
disk capacity and processor bandwidth had improved at al-
most identical pace during the period of two decades. If
this trend continues in the future, the access density will be
a convenient metric that succinctly measures how much disk
drives lag behind processors in terms of processing speed.

To close the gap between processor and I/O bandwidths,
a balanced system often requires a large disk farm to ex-
ploit I/O parallelism and adopts the short-stroking strategy
to reduce disk seek latency by using only a portion of disk
capacity [4, 7]. A large-scale TPC-C system reported re-
cently [8], for example, is equipped with approximately 170
disk drives per each of 64 processor cores. Such a balanced
TPC-C system will be able to yield significantly improved
transaction throughput by increasing the access density of a
disk subsystem. However, it will in turn raise other concerns
such as cost effectiveness and energy consumption.

The improvement of processor speed is expected to con-
tinue following Moore’s law, while disk bandwidth is likely
to grow at a much slower pace (by at least an order of magni-
tude) for the foreseeable future. Consequently, the number
of disk drives a balanced system requires will continue to
grow, and so will the concerns about cost effectiveness and
energy consumption.

Flash Opportunities
Without a breakthrough in magnetic disk technology, disk-
based storage subsystems would continue to experience the
I/O crisis described above. It is mainly because the only
plausible way of increasing the capacity of a disk-based stor-
age system without sacrificing the access speed is to increase
the number of spindles instead of increasing the capacity of

individual disk drives. In contrast, the access speed of a
flash memory drive is largely insensitive to the number of
flash chips contained in a drive. Furthermore, the multi-
channel architecture of flash memory SSD can even improve
the access speed by exploiting parallelism available from an
increased number of flash chips contained in a drive. There-
fore, the capacity of a flash memory drive is expected to keep
expanding without sacrificing the access speed (or without
decreasing the access density). Given the steady trend of
price reduction (40 percent or more annual reduction in av-
erage sale price) of NAND flash memory, the flash memory
SSD devices lend themselves to being the most pragmatic
solution to the I/O crisis.

3. ADVANCES IN SSD FOR OLTP
The previous work has shown that the low latency of flash

memory SSD can alleviate the problems of commit time de-
lay and the increased random reads for multi-version read
consistency [10]. Without improving its random write per-
formance considerably, however, flash memory SSD may not
be considered a pragmatic replacement of magnetic disk for
enterprise database applications. This is because randomly
scattered write requests are common in the database table
and index spaces for on-line transaction processing and sim-
ilar database applications.

In this section, we present three different flash memory
SSD models prototyped recently by Samsung Electronics.
With these SSD prototypes, we describe how the flash mem-
ory SSD technology has advanced from personal class stor-
age devices to enterprise class storage devices and how the
random write performance has been improved up to the level
adequate for enterprise database applications. The architec-
tural differences of the SSD prototypes are discussed in this
section. The design characteristics of the SSD prototypes
are summarized in Table 1, and their impact on the I/O
and transaction throughput will be presented in Section 4
and Section 5.

Personal Class SSD Model A (PC-A)
This is the first prototype of Samsung SSD developed for
personal and mobile computing platforms. Since it was
aimed at replacing commodity disk drives, its design goal
was to match magnetic disk drives in sequential read/write
performance. Through 4-channel parallelism and interleav-
ing, the PC-A SSD achieved sequential read/write band-
width at the level comparable to that of commodity disk
drives. In the previous work [10], we have demonstrated
that the PC-A SSD can successfully cope with the I/O bot-
tlenecks for transaction log, rollback and temporary data,
because the access patterns dominant in these data spaces
(e.g., writes in sequential or append-only fashion) can best
utilize the superior characteristics of flash memory such as
extremely low read and write latency without being penal-
ized by the erase-before-update limitation of flash memory.

When it came to random writes, however, the throughput
of the PC-A SSD was quite poor at about 30 IOPS, due to
the erase-before-write limitation of flash memory. When the
PC-A SSD was used to store database tables and indexes
for a typical OLTP workload, the transaction throughput
from the SSD was no better than half of what a commodity
magnetic disk would yield. This was due mainly to the lack
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SSD Class Capacity DRAM Buffer Provisioning # Channels Parallelism NCQ
Personal Class A 32 GB < 1 MB Thin 4 Intra-command No
Personal Class B 64 GB 32 MB Fat 4 Intra-command No
Enterprise Class 128 GB 128 MB Fat 8 Inter-command Yes

Table 1: Design Characteristics of Personal and Enterprise Class Flash Memory SSDs

of write buffering and thin provisioning of flash storage. The
PC-A SSD was not able to hide write latency for the OLTP
workload, because its data space was just too large for the
SSD to deal with.

Personal Class SSD Model B (PC-B)
To improve random write performance, two major enhance-
ments were made for the second prototype of Samsung SSD.
The PC-B SSD was equipped with a DRAM buffer of 32
MBytes and fat provisioning of flash storage. The DRAM
buffer was added to absorb write bursts so that the number
of physical writes could be reduced.1 As a matter of fact,
in our own test, we observed that a DRAM buffer of 32 MB
was large enough to improve write throughput up to an or-
der of magnitude for a relatively narrow data space of one
GBytes.

As the data space grows larger, however, write buffer-
ing becomes less effective and the number of physical writes
inevitably increases. To cope with this problem, fat pro-
visioning was adopted to minimize the average latency of
a page write by avoiding costly erase operations. When a
portion (typically a page) of a flash block is updated, the
block is assigned an extra flash block called a replacement
block, and the updated portion is written to the replacement
block without updating (or erasing/relocating) the original
block. Since a replacement block can absorb multiple page
write requests, this scheme of fat provisioning can reduce
the average number of block erase operations. Considering
the fact that each write could cause a block erase operation
without fat provisioning, the potential performance gain by
fat provisioning could be quite substantial.2

Enterprise Class SSD (EC)
The primary design goal of the Personal Class SSD Mod-
els A and B was to increase the bandwidth for individual
read or write requests by utilizing 4-channel parallelism (and
DRAM buffer and fat provisioning for Model B). While this
architecture can help reduce the response time of individ-
ual I/O operations, it may not realize the throughput for
multiple concurrent I/O requests up to the full potential.
For example, if a single write request is followed by multiple

1A previous study reports that even a small write buffer
(e.g., about 0.01% of the storage for PC workloads) can
hide most of the write latency [7].
2Similar approaches have been applied to the design of flash
translation layers (FTL) and flash-aware database systems.
For example, in the ANAND and FMAX FTL schemes, re-
placement pages are used to absorb sector-level updates in
a page-mode flash memory file system [1]. Under the In-
Page Logging (IPL) scheme, which has been proposed for
flash-aware buffer and storage managers of database sys-
tems, updates are accumulated in both in-memory and flash
log sectors as a form of physiological log record, such that a
large number of updates can be absorbed in a small number
of physical writes [9].

read requests, relatively slow processing of the write request
by a flash memory drive may block the subsequent read op-
erations for an extended period of time. Since most of the
read requests are processed synchronously by a transactional
database system, even a single small write operation may
limit the overall throughput of concurrent transactions con-
siderably. (Refer to Section 5.1 for more discussions about
the common pattern of write followed by read operations.)

To address this issue, which is critical to achieving a high
throughput OLTP system dealing with a large number of
concurrent read and write requests, a few architectural chang-
es have been made to the Enterprise Class SSD. First, the
number of channels is increased from four to eight, and the
eight channels are allowed to process different I/O requests
in parallel. This enables read requests to proceed much
faster without being blocked by relatively slow write op-
erations.

Second, the EC SSD supports the native command queu-
ing (NCQ), which is one of the major features introduced
by the SATA II standard [3]. NCQ allows multiple out-
standing commands to be stored in an internal queue where
the commands can be dynamically rescheduled or reordered.
Coupled with the inter-command parallelism out of the eight
channels, the NCQ support with the maximum queue depth
of 32 can improve the transaction throughput of an OLTP
system significantly. Besides, the EC SSD is equipped with
a larger DRAM buffer and a more powerful processor to
further improve the I/O buffering and to cope with the in-
creased complexity of the controller logic.

4. THROUGHPUT OF RANDOM I/O
To evaluate the performance impact the different SSD de-

signs have on I/O throughput, we compared the three flash
memory SSD models described above (i.e., PC-A, PC-B and
EC) as well as a magnetic disk drive with respect to small
random I/O operations, which are quite common in OLTP
applications. The magnetic disk drive was an enterprise
class model Seagate ST373455SS with 73.4GB capacity, 15k-
RPM and a Serial Attached SCSI (SAS) interface. All the
benchmark tests were run on a Linux system (kernel version
2.6.18-5) with an Intel Quad Q6600 processor and 2 GB
RAM. The size of a random I/O operation was 8 KBytes
and the I/O calibration tool used in this experiment was
Oracle Orion [11].

4.1 Throughput and Access Density
The read and write throughput of the three flash memory

SSD prototypes and the magnetic disk are shown in Fig-
ures 1(a) and 1(b), respectively. For the devices equipped
with a command queuing mechanism (namely, the EC SSD
and the magnetic disk), the depth of a command queue was
set to either one or 32.

The most noticeable was the impressive improvement in
throughput repeatedly gained by advancing the flash mem-
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Figure 1: Small Random I/O Throughput vs. Data Access Range

ory SSD technology from the personal class PC-A to PC-B
to the enterprise class EC model. In particular, while the
PC-B SSD achieved more than an order of magnitude im-
provement in the write throughput over PC-A, the EC SSD
improved the write throughput even further by another or-
der of magnitude over PC-B, with an increased level of chan-
nel parallelism and a command queuing mechanism.

It was also notable that the write throughput of the EC
SSD was high enough to surpass that of the enterprise class
magnetic disk by a wide margin. When the depth of a com-
mand queue was set to 32 for both the EC SSD and the
magnetic disk (denoted by EC(32) and HDD(32)), the write
throughput of EC was higher than that of the magnetic disk
by more than a factor of five. The read throughput of EC
was higher than that of the magnetic disk by more than an
order of magnitude.

Another observation we have made from the results shown
in Figure 1 is that the throughput of the magnetic disk was
quite sensitive to the range of data accesses. The read and
write throughput of the magnetic disk decreased constantly
as the range of data accesses increased. For example, when
the depth of its command queue was set to 32, the read
throughput of the magnetic disk decreased from about 700
IOPS for a one-GByte data range to about 400 IOPS for a
32-GByte data range. This is approximately 40% reduction
in throughput. On the other hand, the throughput of all
the flash memory SSD devices was largely insensitive to the
range of data accesses. For example, the EC SSD with the
depth of its command queue set to 32 maintained its read
throughput approximately at 10,300 IOPS regardless of the
range of data accesses.

This result is not surprising though. The obvious reason
is that the average seek time of a magnetic disk is elon-
gated proportionally as the average seek distance increases
with the range of data accesses. In contrast, a flash memory
SSD is a purely electronic device without any mechanical
component, and its throughput is in all practical senses in-
dependent of the range of data accesses. This is clearly an
evidence that flash memory drives can decelerate or even
reverse the declining trend of access density for storage sys-
tems, while magnetic disks will continue to exacerbate it.

4.2 Effect of Command Queuing
For a large scale OLTP system, it is not uncommon to

have several dozens of or more processes running concur-
rently and issuing numerous I/O operations simultaneously.
Most modern disk drives with a SCSI or SATA-II interface
support a command queuing mechanism that allows a disk
controller to receive multiple outstanding I/O requests from
a host system and lets the controller determine the best ex-
ecution order to maximize the I/O throughput of the disk
drive [15]. Dealing with multiple outstanding I/O requests
from many concurrent transactions using a command queu-
ing mechanism is instrumental in achieving high transaction
rate for OLTP systems.

To evaluate the effects of command queuing, we measured
the I/O throughput for the magnetic disk drive and the EC
SSD drive with a varying number of outstanding I/O re-
quests. The range of data accesses was set to 16 GBytes.
Both the PC-A and PC-B were excluded from this experi-
ment because neither of them supports command queuing.
Figure 2 shows the random read and write throughput with
varying queue depths from one to 32, which is the maxi-
mum queue depth supported by the native command queu-
ing (NCQ) of the SATA II interface. Although the tagged
command queuing (TCQ) of the SAS interface (for the mag-
netic disk) supports a command queue much deeper than 32,
the maximum number of outstanding I/O requests was lim-
ited to this number for a fair comparison of the two drives.

As is shown in Figure 2, the read and write throughput
consistently improved as the number of outstanding I/O re-
quests increased. Let alone the clear and considerable gap
in the scale of throughput between the two drives, the EC
SSD improved the read throughput at a higher rate than
the magnetic disk drive, as the queue depth increased. By
increasing the queue depth from one to 32, the EC SSD im-
proved its read throughput by about a factor of 5, while the
magnetic disk did by less than a factor of 3. In the case of
write throughput, however, the trend was reversed. The EC
SSD improved its write throughput by about a factor of 1.5,
and the magnetic disk did by about a factor of 2.

The throughput improvement gained by the EC SSD is
attributed to the fact that the multi-channel architecture of
the EC SSD makes it easier to exploit inter-command paral-
lelism by distributing multiple outstanding I/O operations
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Figure 2: Small Random I/O Throughput vs. Queue Depth

across available channels efficiently. By increasing the num-
ber of channels and the depth of a command queue, which
appears to be the trend in the industry, the flash memory
SSD is expected to further enhance the effectiveness of com-
mand queuing to yield higher throughput.

4.3 Effect of Page Size
Traditionally, for magnetic disk drives, large page sizes

are considered more desirable than small ones for better
performance of an I/O system. This is because the seek
and rotational latency is the dominant portion of time re-
quired to access a disk page and the latency can be hidden
by performing I/O operations in large units more effectively.
The flash memory SSD with extremely low latency, however,
does not benefit from using large page sizes for I/O opera-
tions. As a matter of fact, by adopting a small page size, a
flash memory drive can avoid wasting the bandwidth by not
accessing unnecessary data and improve the I/O throughout
in inverse proportion to the unit size of I/O operations.

When the size of pages was reduced from 8 KBytes to
2 KBytes, both the read and write throughput of the flash
memory drives (for all three prototypes) improved by 50 per-
cent or more, while that of the magnetic disk drive improved
only slightly by a little more than one percent.

5. TPC-C BENCHMARK
This section presents the benchmark results from the TPC-

C workloads. The TPC-C benchmark is a mixture of read-
only and update intensive transactions that simulate the
activities found in OLTP application environments. Read-
ers are referred to the TPC-C Specification [2] for the de-
tailed description of the TPC-C benchmark such as database
schema, transaction types and data distributions.

This benchmark was carried out by running a commer-
cial database server on the same computing platform as de-
scribed in Section 4. When multiple magnetic disks were at-
tached to a RAID controller, the level of the RAID controller
was set to RAID-0 (striped disks), and the cache on the con-
troller was turned off. A commercial tool was used to cre-
ate TPC-C workloads. The I/O requests from the database
server were made in the default page size of 8 KBytes and
were randomly scattered over the entire data space.3

3We repeated the same benchmark test with 2 KByte pages

To ensure that the I/O activities related to the database
tables and indexes become dominant on the critical path
for the transaction throughput, data spaces for log, rollback
segments and temporary data were created on separate disk
drives with caching enabled.

5.1 Impact of Read-Write Ratio
The order status is one of the five distinct types of trans-

actions specified by the TPC-C benchmark. Transactions of
this type are read-only, and the read requests are randomly
scattered over the database. Therefore, a workload made
only of this type of transactions tends to be I/O bound, and
the transaction throughput of the workload is directly im-
pacted by the throughput of random read operations. We
observed that, for this read-only workload, the transaction
throughput yielded by the EC SSD was approximately 5200
TPS, which was about an order of magnitude higher than
the throughput yielded by the RAID-0 with eight 15k-RPM
enterprise class disk drives. This should not be surprising
because we already observed the read throughput of the EC
SSD was higher than that of the magnetic disk by much
more than an order of magnitude (as shown in Figure 1 and
Figure 2).

On the other hand, for a mixture of read and write trans-
actions, it is not as straightforward to predict the transac-
tion throughput from the I/O throughput for flash mem-
ory SSD devices, because the read and write speeds of flash
memory are asymmetric. For example, if the amounts of
read and write requests are equal in a given workload, the
average processing speed of a flash memory drive will be de-
termined by a harmonic mean of the read and write speeds
of the drive. The average I/O throughput would deteriorate
quickly if the relative speed of write continued to lag behind.

In addition, the I/O model adopted by most database
servers is also implicated in the transaction throughput for
a mixed workload. While a read operation is requested syn-
chronously by a transaction (or its process), a write opera-
tion is requested asynchronously by a transaction so that the
actual write can be performed by a database server process

to confirm the effect of page size on the TPC-C performance.
With the size of pages reduced from 8 KByte to 2 KByte, the
flash memory drives increased the transaction throughput
for the TPC-C workload by about 50 percent, which matches
the result shown in Section 4.3.
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(commonly known as a database writer) in the background
on behalf of the transaction. Upon a page miss, a buffer
manager then attempts to allocate a buffer frame for the
data page. If there is no free buffer frame available or the
number of free buffer frames is below threshold, the buffer
manager will evict dirty pages from the buffer pool. This
will result in a common pattern of write followed by read
operations. The negative impact on transaction through-
put by slow writes will be exacerbated if this pattern of I/O
behaviors is prevalent.

Figure 3(a) shows the transaction throughput we observed
for the new order read-write transactions of the TPC-C
benchmark. Over the entire spectrum of a database buffer
size we tested, the EC SSD outperformed the RAID-0 with
eight disks consistently by a wide margin. On the other
hand, the PC-B SSD underperformed significantly despite
the fact that its random read throughput was about 4 times
higher than that of a single magnetic disk. This was because
the read requests from the transactions were often blocked
or delayed by the slow write and the lack of inter-command
parallelism and command queuing of the PC-B SSD model.

5.2 Impact of Database Buffer Size
The benchmark results from the new order transactions

also show how the transaction throughput and I/O behav-
iors are affected by the size of a database buffer. Figure 3(b)
shows that by increasing the size of a database buffer from
one percent of the database size up to 15 percent, the ra-
tio of write requests to read requests consistently increased
from the range of 70 to 80 percent to the range of 110 to 130
percent irrespective of the storage devices used. Figure 3(c)
shows the same trend in the absolute number of read and
write throughput.

The change in write-to-read ratio appears to be affected by
buffer hit ratio, which is mostly determined by the database
buffer management independently of the characteristics of
storage devices. We conjecture that the write-to-read ratio
increases because the improved hit ratio reduces the num-
ber of read requests and thereby increasing the transaction
throughput, which in turn increases the number of dirty
pages in the buffer pool.

The increased write-to-read ratio does not affect the trans-
action throughput yielded by the RAID-0 negatively, since
the read and write speeds of a magnetic disk drive are sym-
metric. The RAID-0 achieved about 170 percent throughput
improvement by increasing the buffer size from one percent

to 15 percent. On the other hand, due to the asymmet-
ric read and write speeds, the average processing speed of
a flash memory drive deteriorates as the write-to-read ra-
tio increases. Both the EC SSD and PC-B SSD achieved
only about 80 to 90 percent improvement in the transaction
throughput, when the database buffer size increased by the
same amount.

The replacement cost of a dirty page is always higher
than that of a clean page regardless of an underlying stor-
age medium. Again, due to the asymmetric read and write
speeds of flash memory, however, the relative difference in
the replacement cost will be more pronounced for flash mem-
ory drives than magnetic disk drives. We expect that a flash-
aware buffer replacement algorithm (e.g., CFLRU [12]) may
help flash memory drives counter the negative performance
impact from the increased write-to-read ratio to some ex-
tent.

5.3 Temporal Variation in Throughput
The amount of time taken to access a page in a magnetic

disk drive varies considerably depending on the physical lo-
cation of the page, because the physical location of the page
determines the seek and rotational distances. In contrast,
the variation in time taken to read a page from a flash mem-
ory drive is negligible regardless of the physical location of
the page, because there is no mechanically moving part in
the flash memory drive.

The same is true for writing a page to a flash memory drive
too. However, writing a page into a flash memory drive may
trigger a block-level operation such as a block relocation, a
block erasure or a garbage collection. Since such a block-
level operation takes much more time than a page-level op-
eration, the time taken to process a write request may fluc-
tuate severely depending on whether a block-level operation
is triggered or not. The scope of reactions triggered by a
write operation will be determined by several architectural
design choices of flash memory SSD such as address map-
ping, garbage collection, channel parallelism, provisioning,
write consolidation, wear leveling and so forth. Therefore,
the amount of write time fluctuation can vary substantially
from an SSD architecture to another.

Figure 4 shows the transaction throughput measured ev-
ery 10 seconds for a mixture of new order and payment read-
write transactions of the TPC-C benchmark. In this test, we
included another flash memory SSD product from a different
vendor (denoted by SSD X) to demonstrate the architectural
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Figure 4: Variation in Transaction Throughput

effects on the throughput fluctuation. The SSD X is con-
sidered one of the most advanced SSD products available in
the market.

Despite the variations in seek and rotational distances,
the transaction throughput by the RAID-0 with eight disks
was the most stable in terms of the coefficient of variation
(i.e., the ratio of the standard deviation to the mean). The
standard deviation was only about 3.1 TPS with a mean of
181.6 TPS. The RAID-0 striping appears to have absorbed
the latency variations by distributing I/O requests to multi-
ple disk drives, but the effect of striping needs to be analyzed
more carefully. The EC SSD was the second best (with stan-
dard deviation 18.3 TPS and mean 377.0 TPS) followed by
the PC-B SSD (with standard deviation 3.5 TPS and mean
53.6 TPS) and the SSD X (with standard deviation 34.9
TPS and mean 113.2 TPS). Fluctuation in throughput is
often tied up with surge in the amount of energy consumed
by a flash memory drive. Evidently, this is one of the chal-
lenges we are faced with for the design of more stable and
more energy efficient flash memory drives.

5.4 Energy Consumption
A recent study reports that disk drives are the largest en-

ergy consumer of a storage subsystem and the amount of
energy consumed by disk drives is more than half of the to-
tal energy consumed by a typical TPC-C system [14]. With
the rising cost of energy, the energy efficiency of storage sys-
tems has become one of the most serious concerns of large
enterprises and data centers. As an electro-mechanical de-
vice, a magnetic disk consumes much energy for spinning its
spindle and moving its arms. On the other hand, as a pure
electronic device, a flash memory drive consumes a consid-
erably less amount of energy for accessing data from or to
flash chips. In this section, we demonstrate empirically how
much energy can be saved by adopting flash memory drives
for OLTP workloads.

For the sake of practicality and fair comparison, we ex-
amined the amount of energy consumed to achieve compa-
rable peak transaction throughput for both the EC SSD
and the RAID-0 with eight magnetic disks. Table 2 shows
the amount of energy consumed when the computing plat-
forms were idle, peak transaction throughput (with CPU
utilization at the peak), and the amount of energy when
they were fully utilized to reach the peak level of transac-

System Idle Peak TPS Peak
Configuration Energy (CPU Util.) Energy

Basic + EC SSD 115.2W 4269 TPS 141.0W
(50%)

Basic + RAID-0 197.2W 4274 TPS 231.4W
(45%)

Table 2: Idle and Peak Power Consumption

tion throughput. The peak transaction throughput was ob-
tained by adjusting the size of a database buffer, specifically
by increasing the buffer size to 13 percent and 70 percent
of the database size for EC SSD and RAID-0, respectively.
This experiment was done with the order status read-only
transactions of the TPC-C benchmark. For the ease of in-
strumentation, the amount of energy consumption reported
in the table was obtained by measuring the power consumed
by the entire system including either an EC SSD drive or a
RAID-0 with eight disks rather than measuring for individ-
ual components.

When neither the EC SSD nor the RAID-0 was attached
to the basic configuration, the computing platforms con-
sumed approximately 113.1W when they were idle. As is
shown in the second column of Table 2, the magnetic disk
drives consume a non-trivial amount of energy even when
the system is completely idle. When the system was idle,
the additional amount of energy consumed by the EC SSD
was very small at about 2.1W (115.2W−113.1W), but the
additional amount of energy consumed by the RAID-0 was
more than an order of magnitude than the EC SSD at about
84.1W (197.2W−113.1W).

The fourth column of Table 2 compares the computing
platforms equipped with the two different storage devices in
terms of the total amount of energy consumed to achieve
the peak transaction throughput. With respect to the mea-
surements, the system equipped with the EC SSD consumed
about 39 percent less energy than the one with the RAID-
0. However, it will be even more insightful to measure the
amount of energy consumed only by the storage devices
themselves, after discounting the energy consumed by the
rest of the systems.

At the level of the CPU utilization shown in the third
column of Table 2 with no I/O activity, both the comput-
ing platforms consumed approximately 135.0W of power.
Therefore, we estimate that the amount of energy consumed
by the storage devices at this level of transaction through-
put was approximately 6.0W (141.0W−135.0W) by the EC
SSD and 96.4W (231.4W−135.0W) by the RAID-0. This
implies that the EC SSD consumed less than ten percent
of the energy that would be consumed by the RAID-0 with
eight disks to achieve the peak transaction throughput.

To analyze the energy use in a more typical operational
condition, we carried out another set of experiments with
a database buffer fixed to 10 percent of the database size.
Table 3 shows the transaction throughput, CPU utilization
and the energy consumption measured for the order status

read-only transactions of the TPC-C benchmark. This re-
sult clearly demonstrates that the transaction throughput
can be improved by more than a factor of four with about
36 percent less energy just by replacing eight magnetic disk
drives with a single EC SSD.
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System TPS Energy
Configuration (CPU Util.) Consumed

Basic + EC SSD 4026 TPS 142.0W
(54%)

Basic + RAID-0 845 TPS 232.0W
(14%)

Table 3: Power Consumption for Read

Although flash memory uses more energy to inject charge
into a cell until reaching a stable status than to read the
status from a cell, the difference is very small and negligible
when compared with the energy consumed by disk drives.
Table 4 shows the results from the TPC-C benchmark car-
ried out with new order read-write transactions at a typical
level of workload with a database buffer set to 10 percent
of the database size. The trend of energy consumption was
not notably different from the results from the read-only
workload shown in Table 2 and Table 3.

System TPS Energy
Configuration (CPU Util.) Consumed

Basic + EC SSD 307 TPS 130.1W
(26%)

Basic + RAID-0 233 TPS 222.4W
(17%)

Table 4: Power Consumption for Read-Write

6. CONCLUSION
The previous study has shown that the overall through-

put of an OLTP system can be improved considerably by
adopting flash memory drives for transaction log, rollback
and temporary data spaces [10]. This is because the burden
of processing I/O requests occurring in these data spaces
can become a serious bottleneck for transaction processing,
but this bottleneck can be alleviated considerably by flash
memory SSD.

The most recent advances in the SSD technology have
enabled enterprise class flash memory drives to cope with
randomly scattered I/O requests common in the database
table and index spaces. The TPC-C benchmark results show
that even a single Enterprise Class SSD drive can be on a
par with or far better than a dozen spindles with respect to
transaction throughput, cost effectiveness and energy con-
sumption. The TPC-C benchmark results also suggest that
traditional and new performance issues such as buffer re-
placement and fluctuation in transaction throughput need
to be revisited and analyzed thoroughly for the design of
flash-aware database systems and flash memory SSD for en-
terprise database applications.
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