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1. GOALS
With regards to approximate computing, there con-

tinues to be a substantial gap between decades of aca-
demic research and the relatively modest adoption in
industrial data platforms. Our purpose in organizing
the first ACAIA (Approximate Computing for Afford-
able and Interactive Analytics) was to bridge this gap.
By bringing together academic and industrial partici-
pants, roughly in a 50-50 ratio, we intended to facilitate
a high-bandwidth conversation in both directions with
the aim to understand practical use cases better, discuss
adoption concerns for approximate analytics especially
when users have different statistical capabilities and to
determine the practical usefulness of recent research ef-
forts in approximate computing.

We believe that the workshop has served these goals.
We expand on this aspect in the rest of this document.
The attendees included several large data platforms in-
cluding some start-ups focused on this topic. We invited
keynotes from leading researchers in the space. The
agenda included demonstrations of recent advances and
descriptions of use-cases from several industrial partic-
ipants.

Our workshop had the following specific aims:
• Ensuring that attendees gain some basic familiar-

ity with the promise and advantages of approxi-
mate computing
• Ensuring that attendees gain some basic familiar-

ity with the limitations of approximate computing
• Ensuring that industry attendees learn about the

state-of-the-art in academic research on approxi-
mate computing
• Ensuring that academic attendees learn about the

practitioners’ perspective on approximate comput-
ing
• Finding new use cases for approximate computing

and approximate query processing
• Forming a diverse community of researchers and

practitioners interested in approximate computing

Industry

Academia64.6%

35.4%

Figure 1: Participation breakdown: out of the
65 registrations, 42 were from industry and 23
from academia.

2. PARTICIPANTS
The organizing committee invited many individuals,

companies, and research groups to attend. There was
also a wide call for attendance where interested parties
could apply and express how they would benefit from
the workshop. The organizing committee reviewed all
self-invitation applications and approved nearly all of
them. At the end, 65 individuals registered to attend,
including students (both undergraduate and graduate),
professors, researchers, managers, developers, and prac-
titioners from 39 companies and institutions. Out of the
registered individuals, there were 50 participants plus 6
organizers, making a total of 56.

The following is the list of institutions that had at
least one registrant: Accenture, Amazon, Ampool, Inc.,
Apple Inc., BHGE, Dell / EMC, Dunnhumby, Face-
book, Google, Hortonworks, Huawei, Lastline Inc., LendUp,
LinkedIn, MemSQL, Microsoft, Netflix, Oracle, Palan-
tir Technologies, PayPal Inc., Penn State University,
Relational AI, Reliable Software, Salesforce, San Diego
Supercomputer Center, Stanford University, Ohio State
University, theScore Media Ventures, U.S. Census Bu-
reau, Uber, UC Berkeley, UC Merced, UIUC, Univer-
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sity of Michigan, University of Oklahoma, University of
Southern California, University of Utah, University of
Washington, UPC.

3. WORKSHOP PROGRAM
The workshops program was as follows:

• 8:15 am: Continental Breakfast
• 9:00 am: Welcome and Overview
• 9:05 am: Keynote 1. Approximation and Inter-

action: A Progressive’s View, Joseph M. Heller-
stein (UC Berkeley)
• 10:00 am: Tutorial. AQP Motivations and Ex-

amples, Barzan Mozafari (University of Michigan,
Ann Arbor)
• 10:30 am: Coffee Break
• 10:45 am: Tutorial. AQP Opportunities, limita-

tions and key questions, Surajit Chaudhuri (Mi-
crosoft)
• 11:30 am: Hands-on Session. SQL Azure / On-

line AQP, Srikanth Kandula (Microsoft)
• 12:00 am: Hands-on Session. Verdict: Platform-

independent Approximation, Yongjoo Park (Uni-
versity of Michigan, Ann Arbor)
• 12:30 am: Lunch and Breakout discussions (people

in each group sit at the same table and discuss use
cases over lunch)
• 2:00 pm: Break-out summary
• 2:50 pm Keynote 2. Relax! It’s only analyt-

ics: Relaxing Consistency and Precision for High-
Performance Analytics, Christopher Ré (Stanford)
• 3:45 pm: Coffee Break
• 4:00 pm: Example Use-cases. Brian Sullivan

(Netflix), Robert Fink (Palantir), (Salesforce), (Google)
• 5:00 pm: Open MIC
• 5:30 pm: Closing Remarks

4. DISCUSSION SUMMARY
Industrial participants mostly brought up the chicken-

and-egg problem: without approximation support being
available in a data platform, it is anybody’s guess as to
what barriers may stall user adoption barriers but, on
the other hand, without a clear case for value it is some-
what unreasonable to expect data platforms to invest
the substantial engineering resources needed to make
approximation support available.

Other concerns that were discussed included an open
discussion on user penchant to accept an approximate
answer: (1) scenarios where errors are universally ac-
cepted as being vanishingly small are likely to be quickly
adopted (e.g., as with the case of using the hyperloglog
sketch to estimate COUNT DISTINCT, where prior
published works express confidence that errors will be
small in many scenarios) and (2) scenarios where user’s
can reason about and be comfortable with the error
model offered by the approximation method.

Academic participants brought up particular use-cases
such as data-cleaning and distributed model training
where approximation can play a key role (e.g., keynotes
from Joe and Chris). There was also substantial re-
flection regarding the key technical advances that may
warrant re-examining the space of approximate analyt-
ics (e.g., Florin Rusu questioning).

4.1 Group Discussions
Here, we share a summary of the group-level discus-

sions shared at the workshop. The participants were di-
vided up into three groups, each consisting of a diverse
group of individuals from both academia and industry.

Group A Participants in this group pointed out that
one of the biggest challenges for approximate query pro-
cessing is adoption by users. One way to address this
would be help users easily migrate their existing queries
into an approximate query processing interface with-
out having to make any changes to the queries them-
selves, but perhaps only making references to a new
abstraction. This group also mentioned several rele-
vant projects from the University of Southern Califor-
nia, such as location sampling for geographic data and
time series sampling for healthcare data.

Also, notably, developers from Google mentioned a
related technique offered by Google’s PowerDrill [13].
Although PowerDrill currently lacks the ability to con-
trol the level of approximation, many internal users at
Google rely on this feature for dashboards purposes.

Group B This group presented several possible use-
cases of approximate query processing. First, for do-
mains where immediate answers are crucial (e.g., health-
care), approximation techniques could be beneficial. Also,
one group member was involved in an online education
platform; one of his main tasks was predicting if stu-
dents would drop a course in the middle. This applica-
tion could be considered as a traditional classification
task but one where approximate answers are still toler-
able.1

This group also pointed out several challenges fac-
ing approximate query processing. First, approximate
query processing typically involves more parameter con-
figurations (e.g., accuracy level), which makes writing
queries more complex. Furthermore, for anomaly detec-
tion, sampling could be less useful since a random sam-
ple may miss those “outlier” data points. In addition,
there could be higher chances of a malicious user in-
jecting some skewed information into the sample. This
would in turn affect the decision making. Finally, an
acceptable accuracy can be very subjective and domain-
specific, e.g., 0.1% error may be permissible to one ap-
plication, while another application might require no

1This and similar use case, later motivated the BlinkML
project [31].
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more than 0.001% error.

Group C This group shared some of their own ex-
perience in applying approximate query processing for
cardinality estimation, a crucial operation in database
systems’ query planning and optimization. This group
also pointed out approximate query processing can offer
low-latency data exploration even to people who don’t
have access to high computing power.

This group pointed out that one of the biggest chal-
lenges in adopting approximate query processing is un-
derstanding the underlying semantics by non-expert users.
One participant posed an interesting question that, it
would be great if the system could almost detect the
user’s intention and automatically identify when they
need approximate query processing.

This group included developers from Oracle, who shared
their own experience regarding approximate query pro-
cessing: they added sketch-based techniques (e.g., ap-
proximate counting, approximate percentile, and ap-
proximate top-N) and observed that with these tech-
niques, query latencies go down from 50 minutes to 6
minutes.

4.2 Company-specific Usecases
Several companies provided a more detailed usecase,

which we provide a summary of below.

Netflix Case Study An invited speaker from Net-
flix, Brian Sullivan, shared their use of approximate
query processing in quickly estimating the median play
delays for various platforms (e.g., Comcast, mobile de-
vices). Unlike simple aggregations (e.g., sum and aver-
age), one of the difficulties in estimating median (and
percentiles in general) is that a nice mathematical property—
called associativity—no longer holders for median, im-
plying that we cannot simply compute the median of
Group 1 + Group 2 even if we know their respective
medians, i.e., the median of Group 1 and the median of
Group 2.

To address this challenge, Netflix has started to look
at sketching-based methods, such as t-digest. t-digest
offers approximate percentiles (and median, as a spe-
cial case). The nice property of this sketching-based
method is that it satisfies associativity, enables Netflix
to precompute medians in a space-efficient manner.

To build this new analytics platform, Netflix has com-
bined various open-source platforms. The main rea-
son behind this choice is the flexibility in extending
existing systems. They first build sketches using big
data computing platform, such as Apache Spark, and
ship those constructed sketches into ElasticSearch and
Druid. For query processing, they use both Elastic-
Search and Druid, depending on the nature of the use-
case at hand.

Salesforce Case Study There was also an invited

speaker from Salesforce, Vijay Devadhar, who shared
their use of approximate query processing. Their use-
cases were quite unique: they use approximation for
managing resources and systems. In particular, Sales-
force has a multi-tenant computing environment, where
it is crucial to collect tenant-level statistics on a weekly
basis. They then conduct A/B testing for query plan-
ning in order to adapt their caching and traffic sharding
strategies.

5. OPEN CHALLENGES
Several open challenges were brought up during the

workshop; while not per se novel, we mention a few of
these challenges to emphasize their value. End-users
want a simple usage model: an approximation system
that takes as input some user-specified error metric (say
confidence intervals on each aggregate) and computes
such an answer in the most performant way. It remains
an open problem to answer this question for complex
queries (e.g., TPC-DS queries); although some research
since the workshop has expanded the space of queries
for which this use-case is possible [30].

5.1 Vendor Resistance
Since its inception [35], there has been much work

on approximate query processing (AQP) in academic
research [7, 6, 2, 3, 24, 34, 4, 10, 16, 18, 8, 20, 33, 9,
23, 36, 8, 11, 25, 5, 28, 29, 27, 32, 14, 17]. Despite
this long history, however, AQP has had little success
in terms of industrial adoption [21]. One of the key ob-
stacles is the reluctance of major vendors in adding new
technologies to their legacy codebases. For example, it
took nearly a decade before column stores were adopted
by mainstream vendors for analytical workloads. How-
ever, this reluctance is even more severe for approxi-
mate query processing. Unlike columnar formats which
only affected internal implementation but left the user
interface intact (i.e., the familiar SQL semantics), AQP
requires modifications to both: incorporate approxima-
tion features means changes to both database internals
as well as output semantics.

A common set of modifications that need be made to
database internals include:

1. Error Estimation: BlinkDB [4], G-OLA [37],
Quickr [18]

2. Query Evaluation: Online Aggregation [37, 12,
26, 15], Join Synopses [2, 1, 3], Dynamic Sample
Selection [7, 6]

3. New Relational Operations: Analytical Boot-
strap [38], Wander Join [19]

5.2 Incompatibility with BI Tools
Now, with AQP, users must cope with the uncertainty

in their query output, such as errors and probability of
existence. However, existing BI tools are not designed
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Figure 2: Summary of the post-workshop survey.

to support these types of uncertainty; that is, existing
BI tools do not translate these different notions of errors
into the form that can easily be understood by end users
(e.g., confidence intervals, error bars, jiggle animations,
etc.).

5.3 Offline Provisioning vs. Generality
Offline AQP solutions build samples a priori, often

based on past workload or based on common columnsets [22].
As such, offline AQP engines offer one or two orders of
magnitude speedup. However, this is contingent upon
having built the right set of samples and structures in
advance. Online sampling approaches do not this limi-
tations. However, they only offer modest speedups com-
pared to offline engines.

6. POST-WORKSHOP FEEDBACK
After the workshop, an online survey was sent to all

participants. In total, 21 individuals participated in the
survey. Below is the summary of the main questions on
the post-workshop survey:

1. Please rate your overall satisfaction with the over-
all format of the workshop: (Very satisfied: 66%,
Satisfied: 33%, OK: 0%, Dissatisfied: 0%, Very
Dissatisfied: 0%)

2. Did you find the workshop useful in enabling the
following activities?

• Networking (Yes: 90%, Somewhat: 10%, No:
0%)
• Brainstorming Ideas (Yes: 86%, Somewhat:

14%, No: 0%)
• Hearing different perspectives (Yes: 90%, Some-

what: 10%, No: 0%)

3. How useful was this workshop to you?
• I am now much more familiar with approxi-

mate analytics and query processing (Yes: 100%,
Somehow: 0%, No: 0%)
• I will consider using approximate query pro-

cessing at my own team/company (Yes: 76%,
Somehow: 24%, No: 0%)

4. If ACAIA were to be offered next year,
• Would you attend again? (Yes: 76%, Maybe:

24%, No: 0%)

• Would you or your company be interested in
getting involved in the organization of ACAIA?
(Yes: 38%, Maybe: 24%, No: 38%)

7. CONCLUSION AND NEXT STEPS
As a first-time experience, ACAIA was extremely en-

couraging, both quantitatively (participation numbers)
and qualitatively (discussions and post-workshop sur-
vey). In addition to raising awareness and taking the
initial steps towards building a home community for ap-
proximate query processing, the various forms of feed-
back and the post-workshop survey have been extremely
encouraging.

From a logistical perspective, the most challenging
aspect of the ACAIA workshop was reaching the tar-
get audience and inviting interested parties across the
industry. The community is more easily identified and
reached, whereas identifying companies, teams and in-
dividuals from engineering teams who might have an in-
terest in approximate technology proved to be the most
time-consuming aspect of the workshop organization.

One particular idea that came out of the discussions
at ACAIA was to bring several major vendors together
to form an AQP consortium. The purpose would be
to create a unified body to discuss and oversee AQP
standards, language extensions, and even joint educa-
tional efforts. Another suggestion was to also to have
the ACAIA workshop be overseen by this consortium.

Another joint decision after the workshop was to con-
duct future ACAIA workshops in conjunction with a
major database conference, such as VLDB or ACM SIG-
MOD. Such an arrangement would significantly simplify
the logistics, lower the organizational burden, and re-
duce the monetary costs. The downsides of this ar-
rangement, however, would be two-fold. First, these
conferences are overwhelmingly attended by academics,
and may defeat the purpose of ACAIA which is to bring
academics and practitioners. Second, the location of
the first ACAIA was intentionally chosen to be in Sili-
con Valley (San Jose, CA), in an attempt to maximize
industry participation. If held jointly with VLDB or
SIGMOD, we will not have any control over the physi-
cal location of the workshop.
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Creating a call for papers for the subsequent ACAIA
workshops would be another means of increased par-
ticipation (perhaps, more so from academia). A small
program committee would need to be formed to peer-
review the publications.

Finally, the unanimous conclusions seemed to be the
dire need for a more transparent discussion of AQP use-
cases. Numerous companies seem to be resorting to
various forms of approximation (for both analytical and
operational purposes), but are less open to sharing their
usecases, requirements and experiences with the rest of
the community.
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