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We study the problem of optimal sensor placement in the context of soil moisture sensing. We show that the
soil moisture data possesses some unique features that can be used together with the commonly used Gaus-
sian assumption to construct more scalable, robust and better performing placement algorithms. Specifically,
there exists a coarse-grained monotonic ordering of locations in their soil moisture level over time, both in
terms of its first and second moments, a feature much more stable than the soil moisture process itself
at these locations. This motivates a clustered sensor placement scheme, where locations are classified into
clusters based on the ordering of the mean, with the number of sensors placed in each cluster determined by
the ordering of the variances. We show that under idealized conditions the greedy mutual information max-
imization algorithm applied globally is equivalent to that applied cluster by cluster, but the latter has the
advantage of being more scalable. Extensive numerical experiments are performed on a set of 3-dimensional
soil moisture data generated by a state-of-the-art soil moisture simulator. Our results show that our cluster-
ing approach outperforms applying the same algorithms globally, and is very robust to lack of training and
errors in training data.

Categories and Subject Descriptors: F.2.1 [Analysis of Algorithms and Problem Complexity]: Numeri-
cal Algorithms and Problems

General Terms: Measurement, Design

Additional Key Words and Phrases: Soil moisture, 2D/3D sensor placement, Gaussian process, Gaussian
regression, Coarse-grained orderings

ACM Reference Format:

X.Wu, M. Liu and Y.Wu. 2011. In-Situ Soil Moisture Sensing: Optimal Sensor Placement and Field Estima-
tion. ACM Trans. Sensor Netw. V, N, Article A (January YYYY), 30 pages.

DOI = 10.1145/0000000.0000000 http://doi.acm.org/10.1145/0000000.0000000

1. INTRODUCTION

Soil moisture measurement has many applications in hydrology and is one of the most
important indicators in agricultural drought monitoring. For instance, it is a mea-
surement need in four out of the six ! strategic focus area roadmaps (climate, carbon,
weather, and water roadmaps) put forward by NASA as part of its Earth Science mis-
sion [NASA 2006]. Specifically, soil moisture measurements are used in all land sur-

1The six areas are climate, carbon, surface, atmosphere, weather, and water.
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face models, all water and energy balance models, general circulation models, weather
prediction models, and ecosystem process simulation models.

Depending on the specific application needs, soil moisture may need to be measured
with different sampling characteristics. Traditionally, soil moisture on a large scale has
been measured by remote radar sensing techniques, e.g., the NASA Soil Moisture Ac-
tive and Passive (SMAP) mission [SMAP 2008], which uses low-frequency microwave
radar and radiometer to sense surface moisture conditions over global land surfaces.
Unfortunately, remote sensing such as SMAP has a very large footprint (on the order
of square kilometers), and the resulting measurement is only a coarse-resolution rep-
resentation of a field mean [Martinez-Fernandez and Ceballos 2005; Cosh et al. 2004]
over this large footprint. In order to obtain finer-resolution measurements, one has
to use in-situ sensing techniques, e.g., in the form of moisture probes buried under
the ground. In-situ sensing data has many uses, one of which is the validation and
calibration of remote sensing measurements.

Recent advances in integrated sensing and wireless communication have made in-
situ sensor networks a reality in a variety of applications, ranging from battle-field
surveillance to habitat monitoring to environment observation and forecast systems,
and so on [Akyildiz et al. 2002]. Our prior work [Moghaddam et al. 2010] has developed
sensor web capabilities to enable flexible and guided sampling strategies for such in-
situ sensors.

The main limitation of in-situ sensing is its lack of scalability: since moisture probes
need to be buried under the ground at various pre-determined depths up to 2 meters
deep, it is impractical and cost-prohibitive to deploy them at high densities over a
large area. Note that the cost barrier has as much to do with the cost of installation as
with the cost of moisture probes themselves?. There exist other environmental sensing
scenarios (e.g., ambient temperature, pressure), where large quantities of inexpensive
sensors may be rapidly deployed at very high densities. Clearly in soil moisture sensing
we cannot afford to do so, and consequently careful consideration has to be given to the
sensor placement problem: for a given sensing field, how many sensors are needed and
where to place them so as to achieve the best cost-benefit tradeoff.

This sensor placement problem is fundamental to many sensing applications involv-
ing the monitoring of spatial phenomena, and it induces an associated problem of field
estimation: how to estimate values at locations we don’t directly observe (i.e., where no
sensors are placed; these will also be referred to as unobserved locations throughout
the paper) using observations at locations with sensors (these will also be referred to
as observed locations).

The above problem has received much attention in recent studies. It can be more gen-
erally framed as model-based classical experimental design or subset selection prob-
lem (see e.g., [Byers and Nasser 2000; Bian et al. 2006; Das and Kempe 2008b]). In the
statistics community, classical and Bayesian experimental design focuses on the ques-
tion of selecting observations to maximize the quality of parameter estimates in linear
models (e.g., [Atkinson 1988; Lindley 1956]). One widely used model assumes the spa-
tial statistics of real-world phenomena is Gaussian, i.e., the underlying spatial phe-
nomenon follows a Gaussian distribution. Under such a Gaussian model, information-
theoretic measures, notably entropy (e.g. [Ko et al. 1995; Kemppainen et al. 2008;

2The Decagon EC-5 moisture sensor probes we used in our deployment cost about $60 each. We typically
deploy 3-4 vertically at each location. The mounting (of a wireless transceiver module and actuator) solution
involves 10-foot-tall landscape posts, PVC pipes, totaling $40 per location. The installation is very labor
intensive, including location marking (done by foot and tape measure over a square kilometer area), special
equipment rental (tractor with hole-digging attachment at the back), skilled labor to operate the machinery
(digging a 4-foot deep hole 6-inch in diameter per location.
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Caselton and Husain 1980; Caselton and Zidek 1984]) and mutual information (e.g.
[Guestrin et al. 2005; Krause et al. 2007]) have been frequently used (mutual infor-
mation is also used in many other settings including sensor query [Ertin et al. 2003]
and adaptive sampling [Choi 2009]). The former aims at minimizing the uncertainty
in the prediction, after the observations are made, while the latter tries to maximize
the information contained in the observation about unobserved locations. All the cri-
teria/objectives mentioned above yield challenging combinatorial optimizations prob-
lems. As a result, heuristic algorithms (such as greedy algorithms) have been widely
exploited. More detailed discussion on this is given in Section 2.2.

There have also been studies on sensor placement for the purpose of providing cover-
age, rather than field estimation (see e.g., [Hochbaum and Maas 1985; Gonzalez-Banos
2001]). Typically in such studies a sensor is assumed to have a certain (disk) coverage
area, and a common objective is to place the sensors in such a way that the total area
not covered is minimized. Both the objectives and the methodologies used in these
studies are very different from what is investigated in the present paper.

In this paper we study the sensor placement problem specifically for the application
of soil moisture sensing. Our primary goals are scalability, robustness, and perfor-
mance. Since the deployment field size for soil moisture sensing is typically on the
order of square kilometers?, depending on the heterogeneity of the soil types and veg-
etation covers we may be facing tens of thousands of possible locations from which to
choose a few tens or a few hundreds for placement. Even as an offline procedure this
can be a computationally prohibitive exercise if the placement algorithm is not scal-
able. This problem is further exacerbated if we wish to jointly design placement and
sensor measurement scheduling policies [Shuman et al. 2010]. Secondly, these sensors
are intended to operate for long periods of time (months to years), and their observa-
tions are used to provide estimates over long periods of time in which the soil moisture
process goes through dynamic changes that may or may not be stationary. As a re-
sult, the placement decision needs to be highly robust against lack of training and any
errors in prior information to produce good estimation performance.

We show that soil moisture data possesses some unique features that can be ex-
ploited to achieve the above goals. Specifically, the dynamics in soil moisture con-
tent greatly depend on factors such as soil type and vegetation cover, which are slow-
changing over time. These stationary features predict very reliably the relative mois-
ture levels between two different locations, even if the absolute moisture values are
constantly changing. As a result, there exists a coarse-grained monotonic ordering of
locations in terms of their soil moisture levels over time, a feature much more stable
than the soil moisture process itself at these locations. This feature leads us to consider
a particularly simple and highly scalable clustered sensor placement scheme, where lo-
cations are classified into clusters based on this coarse-grained ordering. Furthermore,
we show that the variances of soil moisture levels at different locations also obey this
coarse-grained ordering quite well. This feature is then used to determine how many
sensors to place within each cluster, given a total budget. With this two-step approach,
the overall placement problem is divided into separate problems within each cluster.
This scheme can be easily combined with any existing sensor placement algorithm,
such as those mentioned above.

The key idea underlying this approach is to group statistically similar locations to-
gether. We formally justify this statistical clustering idea and show under what con-
ditions it produces equivalent result as a global placement approach. We further show
that this clustering scheme may be viewed as a much simpler and highly effective

3This is because in order to use in-situ sensing to calibrate remote sensing measurement (or numerical
simulation tools), we need the size to be on the same order.
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way of approximating the well-known K-means clustering algorithm [Jain et al. 1999;
MacQueen 1967; D.Vinod 1969]. We conduct extensive numerical experiments using a
large set of 3-dimensional soil moisture data generated by a state-of-the-art soil mois-
ture simulator, the TIN-based Real-time Integrated Basin Simulator (tRIBS) [Vivoni
et al. 2005; Flores et al. 2009]. We evaluate and compare different sensor placement
and field estimation algorithms. We conclude that the coarse-grained ordering of loca-
tions is a far more stable feature inherent in the soil moisture data that leads to much
more scalable and robust placement algorithms. In addition, these algorithms in gen-
eral outperform their global counterparts which only rely on the Gaussian assumption.

The rest of this paper is organized as follows. In Section 2 we formally define the sen-
sor placement problem and review existing methods in Section 2.2. We analyze basic
statistical features of soil moisture data in Section 3. We then exploit a coarse-grained
ordering to propose a clustering approach to the sensor placement problem, and an-
alyze its performance and properties in Section 4. Numerical results are presented
in Section 5 and practical application of these placement algorithms are discussed in
Section 6. We conclude this paper in Section 7.

2. PROBLEM DESCRIPTION AND PRELIMINARIES

In this section we first define the sensor placement and field estimation problem, and
then review commonly used placement schemes.

2.1. The sensor placement problem

For a given field of interest, the (discrete) sensor placement problem is stated as fol-
lows. There is a set of possible locations, denoted by V, |V| = N, where we could place
sensors to take in-situ or point measurements. Note that these locations do not have
to be confined within a 2D plane; the exact same formulation applies to higher dimen-
sional placement problems. For locations where we place a sensor, we obtain perfect
observations of the underlying phenomenon, often described as a spatial random pro-
cess; for those where we do not place sensors, we have to provide an estimate based on
direct observations elsewhere. The objective is to select a subset A C V, |A| = K, to
place sensors so as to minimize a certain measure of the estimation error over unob-
served locations.

More formally, let V' = [v1, v, - ,vn] denote the set of N locations in the field, and
Xv = [X1,Xa,-++,Xn] the corresponding random variables describing the observa-
tions at these locations. For any subset A C V, we will similarly use X4 to denote
the collection of random variables associated with the set of locations A. The optimal
sensor placement problem (P) is given as follows:

Py A = argAC\I/I,I\%:KE [err(Xv,XV(A)) ) 1)

where Xy (A) is the optimal estimate given direct observations made at locations A,
err() is a certain error function measuring the distance between the real value and the
estimate, E [.] denotes expectation, and it is over the joint distribution of the random
vector Xy. We will assume that sensor measurements are noiseless, in which case
problem (P) can be rewritten as

P): A" =arg aciin B [eT'T(XV\A’XV\A(A» ; (2)
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where V' \ A denotes the set of all elements in V' but not in A. A typically used error
function is the mean-squared error (MSE), also used in this paper:

err(Xv\a, Xy a(A)) = [ Xy a(4) — Xy al®

To solve this problem we would need to know the distribution of the random process,
which is often approximated in practical applications. Even when this distribution is
precisely known, the above problem remains a very difficult one due to the combi-
natorial nature of the location subset selection, as well as the fact that it is a joint
optimization of subset selection and the selection of the best estimate for a given error
function.

To address these difficulties, a commonly used approach is to simplify the second
problem, which is the selection of the best estimate for a given error function. For in-
stance, one can limit the solution space of the estimation problem to the set of linear
estimates, as is done in [Das and Kempe 2008a], and then solve the joint optimization
problem. An even more commonly used approach is to simply assume that the underly-
ing field is described by a Gaussian random process; this is described next. Algorithms
based on this assumption are commonly used for sensing temperature and humidity
(see e.g. [Ko et al. 1995; Guestrin et al. 2005; Yang and Blum 2008; Krause et al.
2007]).

2.2. Field estimation and sensor placement based on the Gaussian assumption

Under the Gaussian assumption, any subset of the locations are described by a joint
Gaussian distribution. A single most significant property that follows is that the con-
ditional distribution of random variable X, for some location v, given observations
obtained at any subset of locations A C V such that v ¢ A, remains Gaussian, i.e.,

Xo|Xa ~ N(uy + a3 (ma —ua), Soo — ZuaS 14 500), 3)

where x 4 denotes the vector of observed values at locations A, u4 the mean vector, and
Y a4 the covariance matrix of the random variables X4. ¥,4(= X% ) is a covariance
vector with elements {3y }, ., Yw € A, the covariance between random variables X,
and X,,. For convenience, below we will also use ¥, ,, to denote the covariance between
random variables X, and X,,.

Therefore, if sensors are placed only at locations in the subset A, and the observa-
tions x4 are made, then the best estimate for the (unknown) observation at location
v(v € V\A) is the mean of this conditional distribution:

Uy|A = Uy + 21}1422114(1‘14 - UA) s 4
and the uncertainty is captured by the associated conditional variance:
Toa = S — ZoaZi 4S04 - (5)

In practice, when precise knowledge of the underlying distribution is hard to ob-
tain, the above field estimation for a given sensor placement A is typically done in
the following two steps: (1) use a set of training data that contains measurements (or
simulated quantities) at all locations of interest to obtain the empirical mean and co-
variances (i.e., vector uy and matrix Xyv) across all locations; (2) use observations
made at locations A to estimate quantities at unobserved locations V\ A using Equa-
tion (4). This will be referred to as the Gaussian regression (GR) method. Note that
GR is generalization of linear regression.

Using this approach the resulting MSE is given by

MSE(A) = trace{Zyy — Sy aX 4 Sav} . (6)
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Often a heuristic greedy algorithm is used to obtain a sub-optimal solution. It oper-
ates sequentially: starting from an empty set A = (J, at each time it adds one location v
to this set so as to minimize M SE(AUv). In addition to minimizing MSE, there are two
other commonly used criteria based on the notions of entropy and mutual information
as an indirect way of measuring the MSE. These are described next.

One way to reduce estimation error is to minimize the uncertainty of the unobserved
locations (V' \ A) given the selection of A, or their entropy:

P1): A" = i H(X X
(P1) arg | min (Xy\alXa)

= in  H(Xy)- HX
arg | omin (Xv) — H(X4)

= H(X4) .
are Ac{/r,lﬁx)\(zx (Xa)
With the Gaussian assumption, H (X 4) can be expressed in closed form and obtained
relatively easily. Specifically, the entropy of a Gaussian random variable X,,(w € V\ A)
conditioned on a set of random variables X 4 is given by

H(Xy|Xa) = %log(ZwailA) . (7

If A={w, - ,wk}, then H(X,) is obtained by using the chain-rule:

H(XA) = H<XwK|XA\wK) + H(X’lUK—l‘XA\{wK,wK—l}) +oee

+ H (X, | Xy ) + H(Xw,) - (8)

Finding the subset with the largest entropy remains a combinatorial problem. It was
shown in [Ko et al. 1995] that this problem is NP-complete. For this reason, a greedy
suboptimal algorithm was proposed in [Ko et al. 1995], whereby the sensor placement
is done in a sequential manner: each time a single location with the highest conditional
entropy, conditioned on the locations chosen in previous steps, is selected.

Typically the highest entropy set contains locations that are as far as possible from
each other. The result is that they will tend to be on the boundary. An alternative is
thus introduced to address this limitation, by using mutual information as a measure
of the usefulness of observations at selected locations [Guestrin et al. 2005; Krause
et al. 2007]. With this selection criterion, the problem becomes to seek a subset of
locations such that the mutual information between the selected and the remaining
locations is maximized:

P2): A*= MI(X X
(P2) arg | max (Xv\a,Xa)
= H(X — H(X Xa).
arg | wmax H(Xy\a) = H(Xy\alXa)
Under the Gaussian assumption, H(Xy4) can be obtained from Equation (8), and
H(Xy\ 4|X4) is given by:

1
H(Xy\alXa) = 5log((27re)j\fclet(EV\,L;‘A) ,
where ¥\ 44 is the predictive covariance matrix, which can be inferred using Equa-
tion (5). However, for the same reason mentioned earlier, problem (P2) also remains

NP-hard. A similar sequential greedy algorithm is proposed in [Guestrin et al. 2005;
Krause et al. 2007], where in each step a location is chosen if its addition to the set of
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locations already selected results in the largest mutual information with the remain-
ing set of locations. This algorithm is shown to have a constant approximation ratio
with respect to the optimal solution of (P2), when K <« N, using submodularity.

The above two problems will be referred to as MaxEN and MaxMI, respectively, in
our subsequent discussion, and the original problem will be referred to as MinMSE.
Note that due to the Gaussian assumption the optimization in all three problems is in-
dependent of the observation data and thus can be carried out offline. Furthermore, the
resulting sensor placement is deterministic in all cases and the corresponding greedy
algorithms work similarly.

While these greedy algorithms mentioned above are conceptually very easy to im-
plement, the associated computational cost is quite high, especially for large N and
K. This is because the greedy updates for both EN and MI require the computation of
conditional entropy using Equation (8), which involves solving a system of | 4| linear
equations. As noted in [Krause et al. 2007], the computational complexity of greedily
updating EN and MI is O(K?) and O(K N*) , respectively.

3. SOIL MOISTURE DATA

In this section we describe the soil moisture data set used in this paper. The same data
set is also used for numerical experiments presented in Section 5.

3.1. Simulated soil moisture data

There is a lack of large scale real soil moisture measurement data existing in the liter-
ature to the best of our knowledge. This is partly because soil moisture has tradition-
ally been measured using remote sensing methods like radar and radiometers that,
as mentioned earlier, typically have relatively large footprints (at least on the order
of square kilometers). The resulting measurements are coarse-grained. Fine-grained
in-situ sensing has only recently become available following advances in wireless sen-
sor network technologies. However, even in this case collecting real data can be a very
labor intensive and costly exercise, as one typically needs to bury multiple (e.g., 8-10)
moisture probes under the ground at different depths, up to 1 or 2 meters deep, at each
sensing location. For these reasons large scale field collection of soil moisture data is
still an area in its early stage?.

For lack of real data, in this study we will instead use simulated soil moisture data
generated by a state-of-the-art soil moisture simulator, called the TIN-based Real-time
Integrated Basin Simulator (tRIBS) [Vivoni et al. 2005; Flores et al. 2009]. Soil mois-
ture varies as a function of time and three-dimensional (3D) space in response to vari-
able exogenous forcings such as rainfall, temperature, cloud cover, and solar radiation.
It is also influenced by landscape parameters such as vegetation cover, soil type, and
topography. The soil moisture variations in time and depth, or infiltration, can be mod-
eled as a pair of partial differential equations (the so-called Richards equations) in the
case of a flat horizontal surface.

For a homogeneous and flat landscape, the spatial variations can be assumed to be
limited to one dimension or 1D (depth only). In the presence of topography, the 1D
infiltration in the direction of the surface normal is redistributed, dominated by grav-
ity, by the lateral fluxes in the vadose (unsaturated) zone as well as the boundary
values imposed by the phreatic (saturated) zone at depth. To efficiently model local to-
pography for the purpose of this lateral redistribution process, triangulated irregular
network (TIN) surface models can be used, which discretize the surface topography

4In a separate but related effort, we are in the process of collecting large scale fine-grained in-situ soil
moisture data that could eventually be used for a variety of purposes, including studying sensor placement.
The system architecture is described in [Moghaddam et al. 2010].
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into triangle-shaped mesh elements (also called voronoi cells) for subsequent numer-
ical analysis. Proper modeling of the soil moisture evolution process has to take into
account the water flow mechanisms and the energy balance of the entire landscape,
including the surface-atmosphere interactions. It therefore has to include mechanisms
such as rainfall, groundwater flow, evapotranspiration demand, and runoff. Among
the most sophisticated numerical models capable of predicting the time-space soil
moisture evolutions is the TIN-based Real-time Integrated Basin Simulator (tRIBS)
[Vivoni et al. 2005; Flores et al. 2009]. The mesh-generation algorithm within tRIBS is
an adaptive discretization scheme that resembles the spatial pattern of the landscape
with variable resolution to ensure that the impact of the basin response is properly
represented.

This model is used to simulate long time-series realizations of the soil-moisture over
a 2km x 2km basin with an arbitrary topography and drainage channels, which is
shown in Figure 1(a)®. Soil moisture observations are collected at 9 different depths
at 2400 different locations/points over this sensing field. The entire data set consists
of 2208 snapshots taken over a period of three months (in simulation time), once per
hour. Each snapshot thus contains 2400 observation vectors; each location produces a
vector of readings at 9 depths. Figure 1(b) shows an example of such a snapshot.

3.2. Statistical Characterization of Soil Moisture

There have been a number of studies on statistical characterization of soil moisture
variability. Previous works have generally recommended either a Gaussian or Beta
distribution to represent surface soil moisture variations [Bell et al. 1980; Francis
et al. 1986; Hawley et al. 1983; Hills and Reynolds 1969; Wilson et al. 2003; Famiglietti
et al. 1999; Western et al. 2002]. We note that in order to be more realistic, one must
take into account the fact that the evolution of soil moisture in any environment (of
reasonable size) is often affected by very high heterogeneity, e.g., in precipitation, soil
type, topography, and vegetation cover. Consequently, the statistical characterizations
proposed in the above studies are often gross simplifications and do not describe well
more realistic data.

In Figure 2(a) we show the soil moisture® observed at 3 (out of 2400) randomly se-
lected locations (at the depth closest to surface, also referred to as the surface soil
moisture) over the three-month period. The figures at the top show the histograms of
each location as well as their corresponding Gaussian kernel density estimates, respec-
tively. The figures at the bottom are the estimated probability density functions (PDF's)
of each, respectively. It can be clearly seen that the data does not following a Gaussian
distribution; indeed in all three cases the data exhibits a multimodal behavior (here a
mode refers to a local maximum in the density function [Efron and Tibshirani 1993]).
For completeness, we also show the temporal variations at these locations over the
three months in Figure 2(b). While only three locations are shown here due to space
limit, we note that this is a general observation drawn across all locations in our data
set. In Figure 3 we further show the joint distribution between a pair of locations. We
again note the multiple peaks in these empirical distributions.

The above observation suggests that while we may still use sensor placement and
field estimation methods derived based on the Gaussian assumption (note that the
Gaussian assumption is used in (1) the computation of entropy and mutual informa-
tion, and (2) the estimation using conditional expectation, both of which become ap-
proximations if the Gaussian assumption does not hold), we should also seek other

5Figure courtesy of D. Entekhabi and A. Flores.
SFor ease of presentation, the soil moisture shown here as well as that used in our numerical studies have
been enlarged 1000 times over the actual soil moisture readings.
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Fig. 1. (a) A nominal 2km x 2km basin used for tRIBS simulations. This example is assumed to be clima-
tologically consistent with Oklahoma. (b) A sample snapshot of the soil moisture readings (in %) over the
terrain of (a) generated by tRIBS.
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(50,80), and (b) (1690,1680) and (1690,1040), in the simulated filed.

features embedded in the data that may enhance the performance and help us in con-
structing good sensor placement algorithms.

4. CLUSTERING BASED ON A COARSE-GRAINED MONOTONIC ORDERING

In this section we examine some interesting features exhibited by this data, which
in turn motivate two key ideas explored in our sensor placement algorithm. This is
followed by an analysis of the validity of the key ideas and how they relate to existing
literature. We end this section by discussing the applicability of alternative methods.
As mentioned in the introduction, a key consideration in this study is the scalability
of the placement algorithm. Unlike indoor sensing applications, the size of soil mois-
ture sensing field needed to calibrate the remote sensing measurement or numerical
tools is usually on the order of a few square kilometers. This means the placement
algorithm has to select 10s or 100s of points out of tens of thousands of candidate loca-
tions (at the resolution of 10x10 square meters over a field of a few square kilometers ).
However, none of the placement algorithms cited earlier, with the exception of MaxEN,
is particularly scalable (e.g., the most scalable version of MaxMI has a complexity of
O(K N3) [Krause et al. 2007]). One natural idea of improving the scalability for large
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Fig. 4. (a) Rank distribution of three locations (A, B, C labeled on Fig. 1(a)) over all snapshots. (b) Moisture
readings under different orderings.

sensing field is to decompose the original placement problem into several, separate
smaller-scale problems, and then apply any of the known algorithms to the smaller-
scale problems. It turns out that there is a particularly intuitive and simple way of
doing so for soil moisture data as we show below.

4.1. Coarse-Grained Monotonic Ordering over Time

It is well understood that the dynamic change in soil moisture greatly depends on
factors such as the soil type, vegetation cover, and precipitation to name a few. In-
deed it is such understanding in quantitative form that constitutes the computational
engine behind the tRIBS simulation tool. In particular, these factors collectively deter-
mine the dissipation process of moisture content. It follows that locations with similar
surroundings sharing similarity in these factors will exhibit similar dynamics (or the
processes at these locations will act similarly over their input). A key observation here
is that many such determining factors are relatively stationary over time, including
soil type and vegetation cover. These stationary features may predict very reliably the
relative moisture levels between two different locations, even if the absolute moisture
values are constantly changing. For instance, at locations near waterways with heavy
vegetation we may expect to see consistently higher moisture level than those further
away, uphill, and/or amidst sandy soil, regardless of the weather condition. This sug-
gests that there may be a relatively stable ordering of locations in terms of their soil
moisture content over time, a feature possibly much more stable than the soil moisture
process itself at these locations.

To verify this intuition, we sort the 2400 locations in each of the 2208 snapshots
in increasing order of their soil moisture readings. The histograms of the numerical
rankings of three locations (labeled A, B and C on Figure 1(a)) are shown in Figure
4(a). We can see that a location’s appearances in these sorted sequences are highly
concentrated in a certain region (lower 1/8 for B, middle 1/3 for C, and top 1/8 for
A), suggesting an underlying soil/location type that enables relatively rapid and slow
water dissipation, respectively. These results show that indeed the relative moisture
content of a location is fairly steady over time.

Note however, that the ordered sequences are not exactly the same from time to
time. In other words, even though a location’s appearances in these ordered sequences
are relatively steady on a macroscopic level, they are subject to (minor) fluctuations at
a microscopic level (e.g., it may rank the 22nd in one snapshot and the 25th in another;
occasionally this fluctuation may be even bigger). This motivates us to adopt a coarse-
grained sorting method, by loosely classifying the field’s all 2400 locations into a few
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subsets/clusters depending on their relative soil moisture readings (e.g., they may be
interpreted as from “very dry” to “very wet”). Specifically, suppose we evenly divide
the set of 2400 numerical rankings into C clusters, and record in which cluster each
location falls into in each of the 2208 sorted sequences. We then assign a location to the
cluster in which it has appeared the most often (with ties broken randomly). To keep
this classification coarse-grained, we will assign a random order to locations that fall
within the same cluster. This process results in a particular rank ordering of locations
relabeled from 1 to 2400. On the top of Figure 4(b), we show the soil moisture readings
at locations ordered this way, from a randomly chosen snapshot, with C = 8 clusters.
The corresponding moisture variance associated with each location thus ordered is
displayed at the bottom of 4(b). To compare, in the middle of Figure 4(b) we show for
the same snapshot the exact increasing-ordered sequence of soil moisture readings. As
can be seen, the macroscopic ordering of moisture readings are fairly well preserved
even though the locations are randomly ordered within each cluster, with the exception
of the last cluster (the highest moisture content).

We summarize the main observations as follows. Firstly, the rank ordering of loca-
tions according to their soil moisture readings at any given time is fairly consistent
over time (i.e., a relatively wet location at some time will likely remain relatively wet
at other times). This suggests a very simple way of grouping the locations into clusters
of similar moisture levels. Secondly, the rank ordering of locations according to the
variance in their soil moisture is fairly consistent with the rank ordering according
to the soil moisture values. This suggests a way of determining how many sensors to
place within each clusters. These ideas are detailed in the next subsection.

We end this subsection by noting that the above observation is ultimately con-
strained by the data from which it is derived, which is a 4 km? region that is climato-
logically consistent with Oklahoma’. Thus the condition under which this observation
holds is that all dynamic factors such as rain fall, air temperature, winds, are consis-
tent with what one sees within such a region (e.g., the spatial continuity in the rainfall
process may mean that two locations 20 meters apart received similar amounts (not
always, but on average)). This condition is however not an overly limiting one because
in practice we will not try to solve a placement problem over an area bigger than this
scale - this is roughly the scale of remote sensing so it is sufficient for the purpose of
validation and calibration.

4.2. Clustered Sensor Placement Using the Coarse-Grained Ordering

We now introduce the following clustering method to solve the sensor placement prob-
lem. It has two elements (or steps). The first is location clustering: dividing the en-
tire set of locations into groups/clusters. The second is sensor allocation: determining
how many sensors to be placed within each cluster given a total budget. With these
two steps, we decompose the original sensor placement problem into separate, smaller
sensor placement problems. Within each cluster different placement algorithms may
be applied.

The location clustering step is accomplished following the description in the previous
section. Specifically, we evenly divide the 2400 numerical rankings into C groups, i.e.,
group i contains the rankings [(i — 1)29% + 1,i289], i = 1,2,---,C, assuming 2400
can be exactly divided by C. We then obtain the ranking distribution of a location v,
and count the number of times its rank falls within group ¢, denoted by r,(i). Note
that ). r,(i) = 2208 as each location has one rank per snapshot. We assign location v
to cluster ¢ if 7, (i) > r,(j), Vj = 1,2,--- ,C, with ties broken randomly. This process
is then repeated till all locations v has been assigned. The output of this step is C

7Oklahoma is one of the few geologically typical regions in North America designated by NASA.
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clusters denoted by V1, V5, -+, V¢, each of size N;,i =1,2,--- ,C,and ), N; = N. Note
that even though the clusters of numerical rankings are equal in size, not all clusters
will end up with the exact same number of locations.

The sensor allocation step is done following the principle that clusters with higher
variability should be assigned more sensors. As we have seen in the top figure of Figure
4(b) for the first few clusters the variation among observations at different locations
is relatively small. This suggests that within these clusters observations are highly
correlated, and therefore a small number of sensors might suffice. Specifically, assume
that we are interested in placing a total K sensors, with K; allocated to the ith cluster,
i =1,2,---,C. Denote the mean at location v by u,, and the sample mean of cluster i
by i; = Ni > vev, Hv- Then the sample variance of the mean values within cluster i is

given by 7 = ﬁ > ey, (o — ;)2

The allocation K; to cluster V; is set to be proportional to the sample variance of this
cluster, and given by:

Ki=——"—K. 9

The reason we choose to generate clusters by evenly dividing the rankings is be-
cause the same placement outcome can be realized through different combinations of
the cluster step and the allocation step given the same monotonic ordering. That is, the
effect of changing the size of clusters can also be achieved by changing the allocation.
For this reason we decided to keep the clustering even, while letting the allocation be
determined by the variability of the mean within each cluster, which in general results
in uneven sensor allocation. We could also do the opposite thing: to keep the allocation
even and determine accordingly the right size of each cluster. In the next subsection as
well as in numerical results we compare our approach with an alternative clustering
approach, whereby the clustering is determined by an optimization procedure so the
result is in general uneven. This is followed by the same allocation method determined
by the variability of the mean in each cluster. Numerical results will show that these
two are very similar in performance, indicating that the uneven sensor allocation suf-
ficiently compensates for the even division of clusters.

We will examine the use of different placement schemes within this clustering
framework, including using MaxEN, MaxMI and MinMSE individually within each
cluster. These will subsequently be referred to as clustered placements, while their
non-cluster based counterparts will be referred to as global placement schemes.

It’s worth noting that the above clustering method is based on statistical similari-
ties among locations, inferred from their coarse-grained ordering. This decomposition
not only guarantees observations in each cluster (and therefore observations in each
statistical type), but also allows us to treat each cluster differently, e.g., by allocating
different number of sensors. In addition, since the placement problem is solved inde-
pendently within each cluster, which is smaller in size, this approach is more scalable
than its global counterpart.

4.3. Analysis

In this subsection we analyze and justify the statistical clustering idea. We then dis-
cuss how this clustering compares to existing methods.

The following theorem shows that provided we can find mutually independent clus-
ters, there always exists a sensor allocation under which applying the greedy MaxMI
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algorithm globally and cluster-by-cluster will generate the same set of selections®. The
proof can be found in the appendix.

THEOREM 1. Consider a complete set of locations V, from which we wish to select a
set of size K. Assume that we can find C clusters, denoted by V;, 1 <i < C, V;NV; =0,
Vi # jand |J, Vi =V, such that MI(v,w) =0, Vv € C;,w € C; and i # j. Then there
exists an allocation K; > 0,1 <1i < C, >, K; = K, such that Aj, = UiC:1 AfKi, where
AY. denotes the set (of size K) selected by the greedy MaxMI algorithm applied globally,
and A}Q denotes the set (of size K;) selected by the greedy MaxMI algorithm applied to
cluster V;.

The greedy MaxMI algorithm has been shown to have performance within a constant
(1 —1/e) of the optimal (with respect to the MaxMI objective) by using the submodular
property of the objective function [Guestrin et al. 2005; Krause et al. 2007]. The above
theorem thus establishes the same performance bound for the clustered greedy MaxMI
algorithm under the stated conditions. On the other hand, Theorem 1 assumes the
ideal condition that these statistically independent clusters could be found. In prac-
tice, this is not likely to be satisfied. If we relax the independence assumption and
assume we can find clusters such that the mutual information between locations from
different clusters are upper bounded by a threshold ¢, then results similar to Theorem
1 may be established but will involve more complicated conditions on the relative val-
ues of the mutual information between locations within the same cluster, for different
clusters. Qualitatively speaking, if € is sufficiently small, then the clustered greedy
MaxMI algorithm is a good approximation of its global counterpart.

We next compare the coarse-grained clustering to a well-known clustering method
in the statistics and machine learning literature: the K-means algorithm (will be re-
written as C-means in the following as C denotes the number of clusters in our nota-
tion). This algorithm partitions N points into C clusters whereby each point belongs
to the cluster with the nearest cluster mean or the nearest center of the cluster. More
formally, given a set of measurement values z, for locations v € V', Equations (10) and
(11) below find clusters based on the values and the locations’ geographical proximity,
respectively:

C
. e
e Vurlnﬁlzngczl ;/ llzo — il (10)
C

where ; is the mean over all values belonging to cluster V;, and Center(V;) is the
center point of the area covered by cluster V;. Note that when each location has a
set of values indexed by time, as in our case, we use z, to denote the value observed
at time ¢ at location v, and the clustering method given in (10) may be modified to
arg miny, 1<i<c Z;‘F:l i v, 12 — pil|?, so that the clustering is done over the entire
data set. No such changes are needed in (11) as it does not depend on the measurement
values. These two methods will be referred to as the C-means clustering and Geo-
clustering, respectively. The computation required in solving Equations (10) and (11)
can be quite heavy, especially for large T" and |V|. Specifically, for ' = 1 the theoretical

8The reason we select MaxMI as the objective is because the greedy MaxMI algorithm has a performance
bound which becomes applicable in our case, as shown later.
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upper bound of solving (10) is O(C!V!) iterations, while Aloise et al. [2009] showed that
solving (11) is NP-hard even for instances in the plane.

It turns out that the coarse-grained clustering may be viewed as a very good and
highly efficient (simple) approximation of the C-means clustering method. This is for-
mally stated in the following theorem. The proof can be found in the appendix.

THEOREM 2. Consider a set of values V, |V| = N, that we wish to cluster. Let
Vi, 1 < i < C, denote the optimal clustering result of the C-means problem given in

Equation (10), and let |V;| = N;, ch:l N; = N. Let p; denote the mean value of cluster
Vi. Without loss of generality, we will assume that uy < --- < uc. Then the N values
under the clustering given by V1, Vs, .-+, Vo are monotonically nondecreasing, i.e., we
have x; < xj,Va; € Vi, x; € Vi, and V1 < i < j < C.

The above theorem states that the result of C-means clustering is such that if we
order the clusters according to their means, then the values of the cluster members are
also monotonically ordered (from one cluster to another; we are not concerned with the
ordering within a cluster). In general this does not mean that one can perform C-means
by simply ordering the samples, since the ordering of samples at different locations
can vary (sometimes drastically) over time. However, in the case of soil moisture data
the monotonic ordering is well preserved over time as we have shown in Section 4.1.
Thus we can indeed use this ordering to perform clustering, which is exactly what the
proposed coarse-grained clustering method does.

The proposed coarse-grained clustering method is statistically consistent with the
C-means clustering, as in both cases the clustering will produce a monotonic order-
ing of the clusters and the member values. Indeed our approach may be viewed as a
very simple and effective way of approximating the latter (which is computationally
much more demanding) in this case. The advantage of C-means clustering is that it
generates the size of each cluster as a result of the optimization (the only input being
the number of clusters C and the value set). Under the coarse-grained clustering each
cluster is of equal size. On the other hand, C-means clustering cannot determine how
many sensors each cluster gets allocated; thus in and by itself C-means clustering does
not completely solve the sensor placement problem. Under the coarse-grained cluster-
ing, this allocation is determined in the second step by using the the second order
statistics (Equation (9)), and this is empirically justified by a similar coarse-grained
monotonic ordering of the variances.

In summary, the clustering component of our approach may be viewed as a very good
and computationally simple approximation to C-means clustering, while the allocation
component of our approach can be used together with C-means clustering to produce
an alternative sensor placement solution. This will be numerically evaluated in Section
5. As we will show these two approaches have very similar performance, with the
coarse-grained ordering based clustering being much faster computationally. We end
this subsection by showing the clustering maps of these two approaches in Figure 5.
The similarity between the two is quite obvious. The difference is primarily due to the
fact that the cluster sizes are different under these two schemes, as discussed above.

4.4, Discussion

We next discuss the applicability of geography-based clustering (geo-clustering given
in (11) is an example) and clustering using physics of soil moisture dynamics.

In some application domains, statistically similar locations are also geographically
close, where the statistics are governed by local properties and locations very far away
are approximately independent, see e.g., a clustering method proposed in [Krause et al.
2006].
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Fig. 5. C = 8 color-coded clusters. (a) Coarse-grained clustering. (b) C-means clustering.

This unfortunately dose not apply to soil moisture sensing. As already mentioned,
the dynamic change in soil moisture is dominated by factors including surface energy
balance (precipitation, winds, air temperature and humidity, etc.) and soil physics (soil
type, topography, and vegetation cover, etc.). These factors can vary significantly in
their scale and heterogeneity, and thus locations close by may exhibit drastically dif-
ferent statistical behavior. Discontinuity in landscape can also be a contributing factor.
For instance two locations (A, B) along a water way, though far away, may be statisti-
cally more similar than that between A and a third location C, which is geographically
closer to A but is situated inland and on sandy soil.

There are many such instances in the data set described in Section 3. For example
consider the following three locations from the 2D basin area: (30,120), (70,120) and
(970,160). The statistical mean and variance at these locations are (148, 168, 148)
and (226, 536, 228), respectively. Obviously the first and the third locations are much
more similar in these two moments even though the first and the second locations are
physically much closer to each other.

In principle, statistically similar locations may be accurately identified through the
knowledge of surface energy balance and soil physics. As mentioned, in tRIBS for a
single location the time and depth evolution of soil moisture is expressed via a pair
of coupled partial differential equations in space and time over these factors. These
factors collectively determine the dissipation process of moisture content. It follows
that locations with similar surroundings sharing similarity in these factors will exhibit
similar dynamics or be highly correlated in their observations. However, these factors
are characterized by numerous parameters (the tRIBS simulation requires hundreds
of input parameters), resulting in an exponential number of possible combinations,
with complex dynamics governing their interactions. Trying to classify locations based
on these parameter values is thus infeasible. Therefore, while sound in principle, in
practice it is impossible to statistically cluster the locations based on the knowledge of
the input to the soil moisture process. The clustering method based on coarse-grained
ordering essentially bypasses this difficulty and instead relies on the output of the soil
moisture process to infer the statistical similarity among locations.

5. NUMERICAL EXPERIMENTS AND RESULTS

We present in this section a series of numerical experiments performed on the simu-
lated soil moisture data set described in Section 3. We focus on the performance differ-
ence between different sensor placement algorithms. We will use Gaussian regression
for field estimation given any placement throughout this section. Our performance
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Fig. 6. Performance comparison of coarse-grained clustering scheme with different cluster numbers and
placing 300 sensors among 2400 locations. (a) Prediction accuracy. (b) Computation time.

measure is the average root MSE (or AvgRMSE) defined as follows:

J

11 XY = XDl
AvgRMSE = — g — E —_— = 12
vg J e T e TV ) ( )

where T is the number of snapshots used to test an algorithm, J is the number of

random trials, X{, and X!, denote the vectors of actual and estimated soil moisture
readings at all locations in the ¢th snapshot, respectively, and || || denotes the 2-norm,
or the root of the sum of squared errors over all N locations. For placement algorithms
that involve random selection of locations, J is set to be 100. For deterministic place-
ment algorithms J = 1 as averaging is not needed.

The mean and covariances needed for Gaussian regression and placement algo-
rithms are obtained from a set of T training snapshots, using the following sample
mean and sample covariance formula: i, = + 3,_, and £, , = 725 S0, (2! — i) (2, —
fiw), respectively, where z!, denotes the observation at location v in the ¢-th snapshot.
The subsequent performance of the algorithms is evaluated using a set of testing snap-
shots. These two sets are mutually exclusive. For most of the experiments presented
below we will use the first 1500 snapshots for training and the remaining 708 for test-
ing

We perform two groups of experiments. The first considers only the surface moisture
readings and examines the performance of 2D sensor placement schemes. The second
considers moisture readings at 3 depths — 2.5 cm (this is also the surface depth consid-
ered in 2D), and 19.7 cm and 52.9 cm below surface, respectively — and examine various
3D placement schemes. While the data set contains 9 depths at each location, consider-
ing all 9 depths results in very high computational complexity with limited additional
benefit or insights comparing to using 3. Our experiments are done for the following
criteria/algorithms: MaxEN, MaxMI, and MinMSE, both applied globally and in clus-
ters. As an additional comparison point, we will also present the result of a random
placement (referred to as Ran) scheme whereby the locations are selected uniformly
randomly out of the set (globally or within a cluster).

5.1. Comparison of Different Clustering Scales

We start by examining the impact the number of clusters C has on the resulting esti-
mation accuracy and computational effort under the proposed coarse-grained ordering
based clustering scheme. These are shown in Figures 6(a) and 6(b), respectively.
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We see that as the number of clusters increases each cluster becomes smaller, which
results in less computation required °. This is particularly true for MaxMI and Min-
MSE. On the other hand, the prediction performance does not behave monotonically
as clusters become smaller regardless of which placement methods we use. The accu-
racy first improves with the reduction in cluster size and then worsens as the cluster
size decreases further. This phenomenon in the case of MaxMI may be explained using
our analysis in Section 4. When C' is very small (say C = 2), a large cluster poten-
tially contains statistically very different locations. This can skew the proportional
sensor allocation using Equation (9), resulting in poor performance. This is improved
as we increase C up to a certain point (C' = 8). On the other hand, if we continue to
increase C, then the correlation between different clusters starts to increase (i.e., it
becomes harder to find independent clusters if there is a large number of them). As
discussed earlier, higher the correlation, higher the difference between the global and
clustered placements. This results in deteriorating performance. Empirically, a good
balance seems to be reached at C' = 8, with 300 locations in each cluster. This will also
be the value used for the rest of the experiments.

5.2. Comparison of Different Clustering Schemes

We next compare the performance between three different clustering schemes: the pro-
posed coarse-grained clustering, C-means clustering, and geo-clustering. The number
of clusters in each scheme is fixed at C' = 8. The total number of sensors placed ranges
from K = 50 to 1000, with increments of 50 in the experiments. For a given K value,
under all three schemes the number of sensors allocated to each cluster is done using
Equation (9). Under each clustering scheme with a given allocation, we compare the
following set of placement algorithms: MaxEN, MaxMI, MinMSE, as well as a purely
random scheme Ran.

The performance comparison is shown in Figure 7. Interestingly, the difference be-
tween the coarse-grained clustering and the C'-means clustering is negligible (compare
Figures 7(a) and 7(b)). This similarity has been discussed earlier in Section 4.3. We
note that using the same sensor allocation scheme further contributed to the closeness
in performance. Under both schemes the three criteria (MaxEN, MaxMI, MinMSE)
perform very similarly and do not show obvious performance advantage over the sim-
ple random scheme. This is because we allocate fewer (respectively more) sensors to
clusters with low (respectively high) mean and variances. Consequently, in the case of
a cluster with low variance, all locations behave similarly thus placement according
to an objective vs. random placement do not pose significant difference; in the case
of a cluster with high variance, more sensors are placed, thus compensating for the
difference between the two.

The performance of geo-clustering as shown in Figure 7(c) is obviously inferior to the
other two, much as expected. Also in this case deterministic placement perform better
than random scheme. This is because under geo-clustering each cluster has similar
mean and variance values, resulting in a roughly even distribution of sensors placed
in each cluster. Since each cluster contains locations of very different statistical types,
random selections of locations clearly becomes inferior to placement that optimizes
a performance objective. We also show the computational effort required in dividing
all locations into 8 clusters under these three schemes in Figure 7(d). As expected,
C-means clustering is the most expensive, followed by geo-clustering. Our proposed
clustering method presents significant advantage in this regard.

9Thorough this paper, all the numerical experiments are done on an Intel(R) Xeon(R) W3520 2.67GHz pro-
cessor and 6.00 GHz RAM.
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Fig. 7. Performance comparison of different clustering schemes. (a) Coarse-grained clustering. (b) C-means
clustering. (¢) Geo-clustering. (d) Computation required in generating C = 8 clusters.

We conclude that the coarse-grained clustering scheme is competitive against the C-
means clustering in terms of prediction performance. We emphasize its two advantages
over the latter: (1) It is much simpler in computation. (2) The coarse-grained clustering
gives us not only a way to cluster sensors, but also a way to allocate sensors to each
cluster. This allocation aspect is absent in the C-means framework.

5.3. Comparison between Clustered and Global Placements

In this section we compare the coarse-grained clustering schemes with their global
placement counterparts. Our first set of experiments examines the effect of the number
of sensors placed, shown in Figure 8.

Figure 8(a) compares the set of global placement schemes. As expected, the deter-
ministic placements work better than the purely random placement. For the three
different criteria, MaxEN performs the best, while MaxMI and MinMSE are very close
when K < 500. This is somewhat contrary to the empirical results reported in Guestrin
et al. [2005] that uses a set of indoor building temperature data. MaxMI is generally
considered to be better than MaxEN because it can better reduce the uncertainty of
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Fig. 8. Comparison of placement algorithms under different framework. The first 1500 (last 708)
are used as training (testing) snapshots. (a) Global Ran/MaxEN/MaxMI/MinMSE. (b) Clustered
Ran/MaxEN/MaxMI/MinMSE based on coarse-grained clustering.
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Fig. 9. Comparison of placement algorithms under different framework. The first 800 (last 1408)
are used as training (testing) snapshots. (a) Global Ran/MaxEN/MaxMI/MinMSE. (b) Clustered
Ran/MaxEN/MaxMI/MinMSE based on coarse-grained ordering clustering.

the unobserved locations. In addition, one would expect MinMSE to perform the best
simply because the end performance is measured by RMSE. However, we should note
that all three are done using greedy sub-optimal algorithms, and thus the actual per-
formance is a result of the combination between the objective function and the greedy
approximation.

By contrast, all clustered placement schemes perform very similarly as shown in
Figure 8(b), including the random placement. This suggests that when clustering is
adopted, which criterion we use within each cluster becomes less important, as cluster-
ing itself already reflects significant feature of the data. Secondly, we see that clustered
schemes significantly outperform their global counterparts especially for the clustered
random scheme. The performance gain increases as we place more sensors, at least
55% and 70% for clustered MaxEN and clustered Ran, respectively, when K > 700.
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Fig. 10. Impact of training on prediction performance. (a) Placing 100 sensors. (b) Placing 250 sensors.

The same experiments are repeated by using the first 800 snapshots for training and
the last 1408 for testing; these are shown in Figure 9. While most of our earlier obser-
vations remain the same, we see that as we reduce the amount of training, the perfor-
mance gain of clustered placement increases, especially when the number of sensors
placed is relatively large. For instance, if K > 700, then the clustering performance
gain ranges from 60% (clustered MaxEN) to 75% (clustered Ran).

Our next set of results examines the effect of training more clearly. Figures 10(a)
and 10(b) compare the performance of the global placement schemes and clustered
schemes by varying the amount of training used, while placing 100 and 250 sensors,
respectively. To maintain consistency, in this set of experiments we use the last 208
snapshots for testing regardless of the amount of training used.

The first thing to note is that as the amount of training increases, the performance
improves under any scheme, to be expected. Secondly, there is a bigger performance
gap between global and clustered placements when the amount of training is less,
with clustered placements generally performing better. This is particularly prominent
in the case of placing 250 sensors, as shown in Figure 10(b). In all pairs, the clustered
placement scheme outperforms the corresponding global scheme, with the exception
of MaxEN and MaxMI when using 4% and 14% for training, in the case of placing 100
sensors. When the amount of training exceeds roughly 1500 snapshots in Figure 10(a),
and respectively 1800 snapshots in Figure 10(b) (these account for 68% and 82% of
the total amount of data), the gain of using clustered placement disappears and global
schemes start to show a slight advantage.

These results suggest that clustered placements are more robust to the lack of train-
ing, and more robust to temporal variability or non-stationarity present in the data.
This is because our clustering is done using the coarse-grained ordering based on rel-
ative soil moisture levels (using the training snapshots), a much more stable feature
of the data over time than the actual means and covariances. It is therefore much less
sensitive to the inaccuracy of the mean and variance statistics generated during train-
ing, and more forgiving if the training data does not represent well the testing data. As
we use a majority of the data for training, the statistics from the training set become
more and more representative of the testing set, thus in this case clustered schemes
lose their advantage.

To summarize, we note that sensor placement is entirely an offline process, meaning
once sensors are placed their locations cannot be easily adjusted or made adaptable.
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Table |. Computation Time (s).

Clustered  Global
Ran 0.091177 0.0037653
EN 1.395170 10.408
MI 61.686145 103962.00
MSE | 21.090523 119943.00

This means that it is highly desirable to have a robust placement scheme, especially
when the underlying random process is expected to be non-stationary. In such cases
no amount of training may be sufficient, and thus clustered schemes are highly ad-
vantageous. In addition, there is significant computational benefit in using clustering.
Clustering generally results in 3-4 orders of magnitude reduction in computation time
depending on the criterion used, with the saving most significant in the case of Min-
MSE. Table I shows the computation time (in seconds) incurred by different placement
algorithms of choosing K = 250 locations.

5.4. Comparison with Classical Experimental Design Criteria

In the statistics literature, the problem of optimal experimental design has been ex-
tensively studied, see e.g., [Atkinson 1988; 1996; Pukelsheim 1987]. The widely used
design criteria are A/D/E optimality which maximize the trace/determinant/spectral
radius, respectively, of the inverse moment matrix given by (M7 M)~!, where M =
(EAUEE%J), under the linear model x4 = EAUE,}}JQJU + W.Here U C V is a set of loca-
tions of interest (and thus used for evaluation), A C V'\U is the set of selected locations
for sensor placement, and W models independent Gaussian measurement noise with
constant variance. A detailed description can be found in [Atkinson 1988; 1996]. Since
our previous results show that MaxEN provides the best performance in general, in
this section we will limit our attention to comparing the global and clustered MaxEN
scheme with the A/D/E optimality criteria.

We form the interest set U by randomly selecting 16 locations out 2400. As before
all covariances are obtained empirically from the first 1500 training snapshots; and
the residual 708 is used as testing snapshots. The AvgRM SFE averaged on 50 trials of
randomly selected 16 locations is shown by Figure 11. We see that clustered MaxEN is
quite competitive compared to the A/D/E criteria, and works better when the number
of sensors placed exceeds 300.

5.5. Comparison between Empirical and Exponential Covariance Functions

Throughout our experiments we have used training snapshots to obtain empirical
means and covariances between locations. As we have seen the more training we use,
the better statistics we collect and this is reflected in the improvement in estimation
accuracy under all placement algorithms.

For many spatial phenomena (e.g., temperature, humidity), the covariance of the
measurements between two locations is usually considered to be inversely proportional
the euclidian distance between them. In geostatistics, a covariance function is often
used to capture this relationship; those widely used include exponential, Gaussian, and
Matern [Cressie 1993]. Below we use one of these covariance functions, the exponential
function, to obtain sensor placement (again using the MaxEN, MaxMI and MinMSE
criteria), and compare the performance of this approach with that using empirically
obtained covariances. The exponential covariance function (between locations v and w)
is given by %, ,, = 02 exp(—d(v,w)/7). The unknown parameters (c2,~) are obtained
empirically from a training snapshot using maximum likelihood (ML). The comparison
results are shown in Figure 12, using 1500 snapshots for training. Similar results were
observed with less training.
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Fig. 12. Comparison between using empirical and exponential covariances. (a) Global placement schemes.
(b) Clustered placement schemes.

We see that using empirical covariances outperforms using this particular covari-
ance function; the performance difference is quite significant and regardless of the
type of placement criteria used. As we have observed earlier, due to the heavy influence
and variability in external factors like soil types and vegetation cover, the correlation
between two locations in general may not be inversely related to their distance. Specif-
ically, instead of diffusing around a neighborhood laterally, water content can dissipate
under the surface depending on the soil type, further complicating the relationship °.

10The performance under the exponential covariance function may be improved by sequentially updating
the estimates on the unknown parameters (02, ), as new data become available if the application allows
sequential change in the placement, a method studied in [Krause and Guestrin 2007]
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5.6. 3D Sensor Placement and Field Estimation

We now turn to the 3D placement problem. From a practical point of view, whenever
a location is selected moisture probes are placed at all desired depths (typically be-
tween 8 and 10) up to 2 meters deep. Collecting statistics at multiple depths generates
a richer description of the moisture process, especially if the soil types/densities vary
with depth which is often the case. In addition, placing sensors at all depths also makes
sense due to the labor intensive nature of the installation process. This is very much
like laying down fiber; the additional cost of placing an extra sensor at an identified
location is much lower than creating a new location. This is both a feature and a con-
straint when solving the placement problem.

Suppose there are L possible depths at each of the N lateral locations, resulting in
a total of L x N possible locations to place sensors (here the term location is a point
within the 3D domain). The L points at each lateral location are referred to as a vec-
tor or a column. In solving the placement problem, we can either (1) ignore the above
constraint, and perform a true 3D placement by selecting LK out of the LN locations
and allowing the possibility of having fewer than L sensors at a single lateral location,
or (2) take into account the above constraint and select essentially K out of NV lateral
locations, knowing that at each lateral location we are placing a column of L sensors
downward. We will refer to (1) as the full 3D placement. Method (2) can further be
done in two ways. We can use a single depth to determine the placement of K out of N
lateral locations (the MaxEN, MaxMI and MinMSE versions of it) while measuring the
estimation error at all depths. Alternatively, we could solve the K out of NV placement
problem using vectors of size L; this can be done with similar greedy algorithms pro-
vided at each step we pick the one vector that maximizes the corresponding objective.
We will refer to the former as the lateral placement and the latter as the lateral vector
placement.

Compared to experiments presented in the 2D case, the performance measure in the
present case remains the RMSE but averaged over the set of LN points. Due to the
limitation of geo-clustering algorithms, below we will only examine the performance of
the full 3D, lateral vector, and lateral placement under global and clustered schemes.
For the latter the clustering is done by using only the surface level soil moisture data;
this is because classifying 3D data is much more complicated and warrants a separate
study. We select L = 3 out of the 9 layers available in the data for both training and
testing. As mentioned earlier, considering all 9 depths results in fairly high computa-
tional complexity without much addition insight. In addition, the results shown below
are obtained by using the first 1500 snapshots for training and the last 708 snapshots
for testing.

Figure 13 compares the performance between global placement schemes and clus-
tered schemes. We see that when the error measure includes all depths, global place-
ment holds no advantage over clustered placement regardless of the number of sensors
placed, and the latter presents significant performance gain over the former when
K increases. This is a stronger result than that shown in the 2D placement case,
where under the same amount of training this advantage emerges when K > 150.
An additional observation is that using clustering, the difference between objectives
MaxEN/MI and MinMSE becomes quite insignificant. Furthermore, lateral vector EN
and full 3D EN for each cluster do not have significant performance gap w.r.t. others.
This is consistent with an earlier observation: as clustering captures key feature of the
data, the objective we use become less important.

We also note that among the global placement schemes, MaxEN outperforms MaxMI
and MinMSE, a result consistent with what we observed in the 2D placement case. In
addition, MaxEN using the surface data performs very close to the full 3D MaxEN
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Fig. 13. (a) Global placement. (b) Clustered placement.

and lateral vector MaxEN. This is because while the second and the third layers have
higher moisture readings, they in general have much lower variances. Therefore the
difference between full 3D and 2D surface placements using MaxEN becomes negligi-
ble.

6. DISCUSSION AND PRACTICAL IMPLICATIONS

The classes of sensor placement algorithms studied in this paper heavily rely on the
availability of the statistics of the field in which we wish to deploy sensors. While this
is a very commonly used assumption, it needs to be more carefully justified. Such an
assumption sometimes leads to a chicken-and-egg question: don’t we need finely de-
ployed sensors to collect such statistics to begin with? In the context of soil moisture
sensing, such fine-grained statistics based on in-situ sensing is currently unavailable
as we have mentioned earlier. However, advanced soil moisture and landscape simula-
tors exist, and as we have shown one can use simulated data to test the performance
of a placement algorithm prior to deployment.

Specifically, to use the algorithms studied here in practice, we will first need to decide
on an area or sensing field. We then collect information about the area to provide as
inputs to soil moisture simulators; such information includes geographical location,
landscape, soil types, vegetation covers, historical data on rainfall, among many other
factors. Using these inputs, the simulator generates spatial and temporal soil moisture
data. This is then used to determine a subset of locations to place sensors as we have
described in previous sections. In some cases we may be able to use collected data from
a few locations to calibrate the simulator before larger scale sensor deployment. As we
have observed, since no real data (of a reasonable scale) is available, it is particularly
important to have a placement scheme that is robust to variations in training data
or the lack of training data. In this sense the proposed class of clustered placement
schemes offers a very good solution in terms of accuracy, robustness and scalability.
It’s worth noting that the fundamental notion behind the clustering scheme is much
more general and broadly applicable than soil moisture sensing — it points to the idea
that if we base placement decisions on statistical behavior, then grouping statistically
similar locations together results in higher efficiency on a macroscopic level, while at
the same time allowing us to treat each location within the same cluster similarly
(recall that we order the locations randomly within each cluster). This in turn results
in more robustness at the microscopic level.
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7. CONCLUSIONS

In this paper we studied the problem of optimal sensor placement and field estimation
for the application of soil moisture sensing. We showed that soil moisture data admits
a coarse-grained monotonic ordering of locations in terms of their soil moisture con-
tent, a stable feature over time, that can be exploited in designing good sensor place-
ment schemes. Using this feature we proposed a class of clustered sensor placement
schemes. Extensive numerical results were presented and different sensor placement
schemes were evaluated. We conclude that the coarse-grained ordering of locations is
a far more stable feature inherent in the soil moisture data, that leads to much more
scalable and robust placement algorithms. In addition, these algorithms in general
outperform those solely relying on the Gaussian assumption.

APPENDIX

A. PROOF OF THEOREM 1

We prove this theorem by induction on K.
Induction basis: Consider K = 1; then A{ consists of a single location/element denoted
as v*. Using the greedy MaxMI algorithm it is obtained as follows:

= MI
v arg max (v, V'\v)

= argmea&([H(V\v) — H(V \ v|v)] (13)
= argve‘}i{llaégc[H(V\v) — H(V \vv)], (14)

where the third equality is due to the fact that v* must be from one of the C' clusters.
Using the fact that locations from different clusters are mutually independent and the
additivity of entropy of independent subsets, the two terms in (14) can be written as
follows, respectively, for v € V;:

H(V \v)

:ZH )+ H(V; \ v);

i#£j
[(UmV U (Vi \v))[v]

H(V \ vlv)

= Z H(V;)+ H(V; \ vv) .
J#
Therefore, continuing from (14), we have

Vo= arg max H(V;\v) — H(V; \ v|v) (15)
= arg max MI(v,V; \v) (16)

That is, the greedy global MaxMI selection v* may be viewed as the outcome of se-
lecting the largest among all greedy MaxMI selections within individual clusters.
Without loss of generality, suppose v* € Vj, then the above result demonstrates
that there exists allocation K;, where K; = 0 for i # j and K; = 1, such that

A = (v} =4 = Uf,; A%k, U A . The induction basis is thus established.

Induction basis: Now assume the result is true for greedily selecting K locations.
That is, 3K;,1 <i < C, 27 , Ki = K, such that A, = U, A% . We next show that the
same holds for selecting K + 1 locations.
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Since we are using the greedy MaxMI algorithm, we have A%, = A% + {v*} for
some location v* € V'\ A%. The selection of v* is given by

v" = arg max_ MI[Ag Uv, V' \ (A% Uv)]

vEV\ AY,

= arg max MI[U LAY U, V(UL Al U )] am
veEV\AY ‘ ’

= arg e, HIV\ (U, Ak, U] = BV \ (U 4, U0 |UE A, Uo)
veE

= arg max H[B] - H[B|(UJC:1AJI'(J_ Uw)] (18)

vevi\A;i 11<i<C

where we have use the notation B =V \ (UZ, A% Uv), and the second equality (17) is
due to the induction hypothesis. As before, using the fact that locations from different
clusters are mutually independent and the additivity of entropy of independent sets,
we have that for v € V' \ A :

= Y H(V;\ Al )+ H(V; \ (A%, Uv))
J#i

HIB|(USy A, U)] = ST H(V\ A | 4%) + H(V: \ (A, Uv)|(Al, U)
J#i

Continuing from (18), we have

C
vt = argvew\gﬁﬁgigc ZMI Al Vi \ Afe ) + MI(Al, U, Vi \ (A%, Uv))

(19)

Clearly, the (K +1)th element v* is selected from one of the clusters. For any cluster V;,
the first term on the RHS of (19) is independent of the selection of the location v € V;.
The selected location within cluster V; has to be such that it maximizes the second
term, which is the exactly the same criterion used by the greedy MaxMI algorithm
applied to cluster V;. v* is then determined by selecting the best across all clusters.
Without loss of generality, suppose v* € V;. Then the above result demonstrates that
there exists an allocation K;, where K; = K; for i # j, and K J/ = K; + 1, such that

Y, K; =K +1,and
Ay = A% U™ = Uiy A, U (Al Uv™) = Ui Al U Aje g = uiA;;.
This completes the induction step and thus the proof.
B. PROOF OF THEOREM 2
We prove this theorem by contradiction. Assume the monotonicity does not hold, which
means there must exist two clusters V;,V;, with p; < p;, each having an element z;

and x5, denoting the [-th element of V; and the h-th element of V;, respectively, such
that Til > Tjh.
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The summation in the C-means formulation (10) under the optimal clustering
Vi, Va,---, Ve is given by:

C N. C N. N; Nj
Z Z(mcn - ,LLC)Q = Z Z(mcn - /‘C)z + Z(mm - /“i)Q + Z(xm - Nj)Q . (20)
c=1n=1 c#i,j n=1 n=1 n=1

Consider now a new clustering method, where we switch the membership of z;; and
xj;, while keeping everything else the same. Denote the new clusters by V., the mean

p;, 1 < i < C, and the n-th element of V, by z;, . The summation in (10) under this new
clustering scheme is given by:

C N, Cc N N; Nj
Z Z(xcn - lj’c)2 = Z Z(xcn - IU’C)2 + Z(‘rzn - 1“’1)2 + Z(ljn - Mj)Q ) (21)
c=1n=1 c#i,jn=1 n=1 n=1
where
x;n:mjhn:l x;‘n:xil n=nh
Ty, = Tin N # Ty = Tjn N F D
Taking the difference between these two sums we get:
(20) — (21)
N;
= (2a)® = (2n)” + 20y — 1) D Tim + 25u; — 2waaps + Nl (1)* = (1))
n#l
Ny
+o(wn)? = (@a)? + 2005 — 1g) Y jn + 2wap; — 2xnp; + Njl(g)? — (1) . (22)
n#h
Noting
_mll+"rll++$2N1 '_Ij1+...zjh+...+xij
:U’Z - Nz ) ] Nj 9
B R R A /_$j1+"'$il+"'+33ij
IU/z - N’L ’ 3 Nj ’

(22) can be further simplified to
(22) = (@i — i) [wat + 2 — s — i) + (@0 — zad)[2n + Tar — p1 — p;)
= (ajn — wa)[(mi + 1;) — (g + 1)) - (23)

Since p; < pj and x; > x5, we must have u; < < py < u;.. We thus conclude (22)
= (20) — (21) > 0. This means that the new clustering method results in a smaller
summation in (10), which contracts the fact that the original clustering method is
optimal. Therefore the monotonicity holds, completing the proof.
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