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Randomly Duty-cycled Wireless Sensor Networks:
Dynamics of Coverage

Chih-fan Hsin, Student Member, IEEE, and Mingyan Liu, Member, IEEE

Abstract— This paper studies wireless sensor networks that
operate in low duty cycles, measured by the percentage of time
a sensor is on or active. The dynamic change in topology as
a result of such duty-cycling has potentially disruptive effect
on the performance of the network. We limit our attention
to a class of surveillance and monitoring applications and
random duty-cycling schemes, and analyze certain coverage
property. Specifically, we consider coverage intensity defined as
the probability distribution of durations within which a target or
an event is uncovered/unmonitored. We derive this distribution
using a semi-Markov model, constructed using the superposition
of alternating renewal processes. We also present the asymptotic
(as the number of sensors approaches infinity) distribution of the
target uncovered duration when at least one sensor is required
to cover the target, and provide an asymptotic lower bound
when multiple sensors are required to cover the target. The
analysis using the semi-Markov model serves as a tool with which
we can find suitable random duty-cycling schemes satisfying
a given performance requirement. Our numerical observations
show that the stochastic variation of duty-cycling durations
affects performance only when the number of sensors is small,
whereas the stochastic mean of duty-cycling durations impacts
performance in all cases studied. We also show that there is a
close relationship between coverage intensity and the measure
of path availability, defined as the probability distribution of
durations within which a path (of a fixed number of nodes)
remains available. Thus the results presented here are readily
applicable to the study of path availability in a low duty-cycled
sensor network.

Index Terms— Energy conservation, microsensors, wireless
sensor networks, coverage, connectivity, duty-cycling, alternating
renewal process.

I. INTRODUCTION

DRIVEN by advances in wireless communication and
MEMS technology, a variety of applications using tiny,

low cost, low power wireless sensors have emerged, ranging
from environmental monitoring and global climate studies, to
homeland security, industrial process control, and medical sur-
veillance. In this paper we consider a class of surveillance and
monitoring applications, whereby sensors deployed in a field
or environment are used to monitor the presence/occurrence
of some target/event of interest. Upon observation of such, a
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sensor generates a message and forwards it to a gateway (or
control center), either directly or via multi-hopping, located
somewhere in or near the network. As these sensors typically
run on battery power, and the cost of replacing or recharging
the sensors is usually high, it is critical to operate these sensors
in a highly energy-efficient manner in order to ensure sufficient
lifetime.

Many energy-saving approaches have been proposed in the
literature. These approaches range from low-power device
design, to energy-efficient networking, to advanced data com-
pression and signal processing techniques. In this paper we
will focus on one type of approach that centers on duty-
cycling the sensors, i.e., turning off sensors periodically to
conserve energy. By letting the sensors function at a low duty
cycle – the fraction of time they are on, the sensors may last
much longer. Such a system will be referred to as a low duty-
cycled system. The price we pay for prolonged lifetime is
potential performance degradation. Turning off the sensory
device inevitably results in intermittent monitoring coverage,
while turning off the wireless radio affects the connectivity
of the network. Both affect the situational awareness and the
responsiveness of the network. For instance, extra delay in
packet forwarding may be encountered for lack of an active
relaying sensor node.

One way to alleviate this negative effect on network perfor-
mance is to deploy sensors in large quantities, i.e., redundancy
in deployment1, so that individual sensors may operate in
lower duty cycles without affecting network performance. It
is also possible for a sensor to be equipped with a dual-
radio, of which one is used for data transmission and the
other, a low power one, for paging. In this case a sensor can
potentially “wake up” another sensor via the paging channel,
see for example [1], [2]. While the use of a dual-radio may
lead to simpler and more effective duty-cycling operations, it
is more subject to jamming and more costly. For the rest of
our discussion we will limit our attention to the single-radio
scenario.

The central design problem in a low duty-cycled system is
the determination of when to turn off a radio, or a sensory
device, or both, and for how long. While solutions are in
general application dependent, they can be loosely categorized
into two main types: random duty-cycling, where sensors are
turned on and off in a random fashion independent of each
other, and coordinated duty-cycling, where sensors coordinate
via communication and information exchange to collectively

1The basic assumption here is that wireless sensors will become cheap
enough for such redundant deployment to be feasible and effective. As the
hardware technology improves, the cost of wireless sensors is expected to
drop.
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achieve an on/off (or wake/sleep) schedule followed by multi-
ple sensors. There are also various combinations of these two
methods. The advantage of the former is its simplicity while
the latter can be potentially more efficient.

Our primary goal in this paper is to gain certain analytical
understanding of the performance implications of duty-cycling
for surveillance and monitoring applications. We will focus on
random duty-cycling – which is more amenable to analysis and
can also provide a performance lower bound on coordinated
duty-cycling – and study performance measures related to
network coverage and connectivity. Much of related prior work
has studied the coverage and connectivity properties of static
snapshots of the network, i.e., by examining the network at
a particular time instant when some nodes are on and others
are off as a result of duty-cycling; see for example [3], [4]
(more is discussed in Section VII). This paper, on the other
hand, focuses on the dynamics of coverage and connectivity
properties over time, as nodes alternate between on and off
modes.

Specifically, we are interested in the probability distribution
of durations within which a target or an event is not cov-
ered/monitored, referred to as the coverage intensity. Unlike
the commonly studied probability that a target is uncovered,
coverage intensity reveals how likely a target is uncovered for
a certain period of time. Thus it provides more information on
the vulnerability of the network. We also show that there is
an interesting relationship between coverage intensity and path
availability, defined as the probability distribution of durations
during which a path (consisting of a fixed number of nodes)
remains available. Therefore results derived for coverage in-
tensity readily applies to the study of path availability in a low
duty-cycled sensor network.

Coverage intensity and path availability are fundamental
to the understanding of the effect duty-cycling has on the
coverage and connectivity properties of the sensor network.
In this paper we study these measures via two different
approaches. One is modeling based, by constructing a semi-
Markov representation of the network using superposition
of alternating renewal processes. The other is an asymptotic
approach, by letting the number of sensors approach infinity.
We present the asymptotic distribution of the target uncovered
duration when at least one sensor is required to cover the
target, and provide a tractable asymptotic lower bound when
multiple sensors are required to cover the target. These two
approaches complement each other – the former can be used
to model a finite network but has a numerical result, while
the latter provides good insight via closed form solutions but
is only applicable to very dense networks. Furthermore, the
analysis using the semi-Markov model serves as a tool to
help us find suitable random duty-cycling schemes satisfying
a given performance requirement. Our numerical observa-
tions show that the stochastic variation of on/off durations
affects performance only when the number of sensors is
small, whereas the stochastic mean of on/off durations affects
performance in all cases we studied. This is further confirmed
by our asymptotic results, which are only functions of the
mean of these durations.

For simplicity of exposition, we will often use the term duty-
cycling to refer to either turning on/off the radio transceivers

or the sensory devices, or both. Unless otherwise specified,
turning on/off the sensory devices is implied within the context
of coverage, and turning on/off the radio is implied within the
context of path availability. The rest of this paper is organized
as follows. Section II gives the problem formulation and as-
sumptions used throughout this paper. Section III derives cov-
erage intensity under a discrete-time assumption and Section
IV gives its asymptotics under a continuous-time assumption.
Using the same approach, in Section V we discuss similar
results on path availability; we also discuss the limitation of
our approach and possible extension to random sensing and
communication models. Section VI compares analytical results
with that of simulation. We summarize related work in Section
VII, and Section VIII concludes the paper.

II. NETWORK MODEL AND ASSUMPTIONS

Sensors are assumed to be static once deployed. A sensor
when active is able to monitor (we will also use the term
cover interchangeably) a certain event or target. The cover-
age/sensing capability of a sensor is not necessarily associated
with a geographic region, in that we are not assuming a fixed
region within which event occurrences can be detected. Rather
we simply assume that a sensor has the capability of detecting
some event/target, leaving the location, range, or feature of
such an event unspecified. In this sense the definition of an
event or a target is rather broad; it does not have to be a point
or of any particular shape. The key assumption is that the
coverage capability is deterministic rather than probabilistic.
That is, an event is either covered with probability 1 or
probability 0. When we say that a target can be covered by a
sensor, we mean that the sensor can detect/monitor the target
with probability 1 when it is active/on. Similarly, when we
consider path availability, we will assume that a sensor has a
deterministic communication model such that it can directly
communicate with another node with either probability 1 or 0.
Sensors are assumed to follow an independent random sleep
(or on/off) schedule, where each sensor selects on and off
periods from certain probability distributions independent of
other sensors. A target’s coverage degree (CD) is defined as
the number of sensors that can cover the target, and its active
coverage degree (ACD) is defined as the number of active
sensors among those that can cover the target.

We are primarily interested in the dynamics of the coverage
property of the network as sensors are turned on and off,
studied via the concept of coverage intensity. It is defined
as the probability distribution of the time duration within
which a target is uncovered. We will also be interested in path
availability, defined as the probability distribution of the time
duration within which a path is available. Under this definition
a path is available only when all of its component links are
available. Note that in general a path may be considered
available as long as a packet can traverse from the source
to the destination of the path, even if not all component links
are available at the same time (i.e., some links may be up or
down but a packet may still reach the destination after certain
delay because the down links will eventually become active).
Thus our definition of path availability is more restrictive.

The on/off schedule of an individual sensor can be modeled
as an alternating Markov renewal process, having an on
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process and an off process. The collective effect of multiple
sensors can be modeled as the superposition of multiple
alternating Markov renewal processes. How to superpose these
processes depends on the underlying objective of the study.
For example, if we are interested in the coverage of an event
with CD of n and with a coverage requirement of ACD being
at least 1, then the superposed process is considered on if
at least one of the component processes is on, and it is off
if and only if all of the component processes are off. On
the other hand, if we are interested in the availability of a
path that consists of n sensors, then the superposed process is
considered on if and only if all the component processes are
on, and it is off if at least one of the processes is off. Thus there
is an interesting dual relationship between coverage intensity
and path availability under our model and definition. We will
explore this further in subsequent sections.

III. COVERAGE INTENSITY

In this section we will model the on/off schedules of individ-
ual sensors as alternating Markov renewal processes (MRP),
and examine the superposition of multiple such processes.
While renewal theory is a well-established subject (e.g., see
[5]), there are relatively fewer results on alternating renewal
processes. In [6] the superposition of alternating renewal
processes was studied with an application to statistical mul-
tiplexing of bursty traffic sources. In this section we employ
the approach used in [6] to derive coverage intensity. We also
present a simplified semi-Markov model with a linear state
space, whereas the model based on [6] has an exponential
state space.

A. Superposition of Markov Renewal Processes

We will assume discrete time, and thus the on and off
periods are integer-valued and selected from certain proba-
bility mass functions (pmf) (having finite support) f on

i (k) and
f off

i (k), k = 1, 2, · · · , K , for some K , respectively. The same
approach can be applied to continuous time in a similar way.

Consider n, n ≥ 2, independent discrete-time MRPs. Each
MRP has only 2 states, off (denoted as state 1) and on
(denoted as state 2). The i-th MRP is characterized by a
semi-Markov kernel Gi(k) = [gi(x, y, k)] defined over the
set of states {1, 2}, where gi(x, y, k) is the probability that
the i-th process goes from state x to state y in k slots where
x, y ∈ {1, 2}. Thus we have

Gi(k) =
[

gi(1, 1, k) gi(1, 2, k)
gi(2, 1, k) gi(2, 2, k)

]
=

[
0 f off

i (k)
f on

i (k) 0

]
.

(1)

The superposition of n independent MRPs is modeled as
a semi-Markov process. Note that this is an approximation
since the future superposed state may depend not only on the
present state and the time the superposed process has spent in
the present state, but also on past states2.

Define the state transition of the superposed process to occur
at time instants when one or more of the component processes

2One exception is when the on and off distributions are memoryless, i.e.,
geometrically distributed, in which case the coverage intensity can be very
easily obtained.

Superposed State Space,

S  = { [(1,1),(2,0)],  [(2,1),(2,0)],  [(1,0),(2,1)], [(1,1),(2,1)],  [(2,0),(2,1)],  [(2,1),(2,1)],

          [(1,1),(1,0)],  [(2,1),(1,0)], [(1,0),(1,1)],  [(1,1),(1,1)], [(2,0),(1,1)],  [(2,1),(1,1)] }.

Time instant when
superposed state
transition happens

Process 1

Process 2

[(2,0),(1,1)][(2,1),(2,1)]

State 1(off)

State 1(off)

State 2(on)

State 2(on)

Superposed state
[(1,1),(1,0)]

[(1,0),(2,1)]

Fig. 1. A state transition example when there are n = 2 MRPs. State 1/2
is the off/on state.

experience a state transition. A superposed state is given by
the n-tuple

[(x1, t1), (x2, t2), · · · , (xn, tn)], xi ∈ {1, 2}, ti ∈ {0, 1}, (2)

where xi is the state of the i-th process observed immediately
after a transition occurs in the superposed process, and ti
indicates whether the i-th process has changed state when this
transition occurs, with ti = 1 iff process i has changed state
and ti = 0 otherwise. Denote by S the state space of the
superposed process. The state space consists of all possible
combinations of n pairs except when ti = 0, ∀i, in which
case no component process has a state transition and therefore
the superposed process cannot have a state transition. The
total number of states is thus 2n(2n − 1). Figure 1 illustrates
an example of the superposition of two component MRPs
(n = 2), and the corresponding state space S.

A state u ∈ S is given by u = [(x1(u), t1(u)),
(x2(u), t2(u)), · · · , (xn(u), tn(u))], where the i-th pair de-
fines the state of the i-th component process when the su-
perposed process transitions to state u. Consequently we will
also refer to the i-th pair (xi(u), ti(u)) as the state of the i-th
component process when the state of the superposed process is
u. For example, if the superposed states are u = [(2, 1), (2, 0)]
and v = [(1, 0), (1, 1)], then we have (x1(u) = 2, t1(u) = 1)
and (x1(v) = 1, t1(v) = 0).

To obtain the distribution of the time the superposed process
spends in state u before transitioning to state v, u, v ∈ S, we
begin with the following notations.

gi(x, y, k): the probability that the i-th component process
stays in state x for k slots before transitioning to state y, where
x and y denote the individual on/off states, x, y ∈ {1, 2}. This
was previously given in Equation (1).

ĝi(x, y, k): the probability mass function of the residual life-
time (or the forward recurrence time) when the renewal period
has probability distribution gi(x, y, k), x, y ∈ {1, 2}. Using
renewal theory, we have ĝi(x, y, k) = 1−Gi(x,y,k−1)

M , where
M =

∑∞
k=0 k · gi(x, y, k) and Gi(x, y, k) =

∑k
l=0 gi(x, y, l).

Gi(x, k): the cumulative probability that the the i-th com-
ponent process’ sojourn time in state x is up to k slots.
It is given by Gi(x, k) =

∑
y∈{1,2},y �=x

∑k
l=1 gi(x, y, l) =∑k

l=1 gi(x, y, l), y �= x, x, y ∈ {1, 2}.
Ĝi(x, k): defined as

∑
y∈{1,2},y �=x

∑k
l=1 ĝi(x, y, l) =∑k

l=1 ĝi(x, y, l), y �= x, x, y ∈ {1, 2}.
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qn(u, v, k): the probability that the superposed process (of
n MRPs) stays in superposed state u = [(x1(u), t1(u)), · ·
·, (xn(u), tn(u))] for k slots before transitioning to superposed
state v = [(x1(v), t1(v)), · · ·, (xn(v), tn(v))]. The matrix
Qn = [qn(u, v, k)] denotes the semi-Markov kernel of the
superposed process.

Pn(u, v): the state transition probability of the superposed
process when there are n MRPs. It is given by Pn(u, v) =∑∞

k=1 qn(u, v, k). The transition probability matrix is denoted
by Λ = [Pn(u, v)], u, v ∈ S.

Pn(v): the stationary distribution of the superposed process
when there are n MRPs. The row vector of the stationary
distribution is denoted by V = [Pn(v)], v ∈ S.

φi(u, v, k): the probability that the i-th component process
stays in state (xi(u), ti(u)) for k slots before entering state
(xi(v), ti(v)). Note that these are not necessarily distinct states
for process i.

The stationary state distribution V = [Pn(v)] can be
obtained by solving V Λ = V , where Λ is determined by
Pn(u, v) which is in turn determined by qn(u, v, k). Therefore
to find the stationary distribution, we need to find qn(u, v, k).
Due to the independence of the component MRPs, we have

qn(u, v, k) =
n∏

i=1

φi(u, v, k) , (3)

for all u, v ∈ S, u �= v, and k ∈ Z+. Thus to compute
qn(u, v, k), we only need to derive φi(u, v, k). Consider the
i-th component process. Depending on the values of ti(u) and
ti(v), the following four distinct cases are possible:

Case I: ti(u) = ti(v) = 0. In this case we have xi(u) =
xi(v), i.e., process i does not change state in either state u
or v. The probability for such an event to occur is essentially
the probability that the residual life-time of state xi(u) for
process i is greater than k, and is given by φi(u, v, k) =
1 − Ĝi(xi(u), k).

Case II: ti(u) = 0 and ti(v) = 1. In this case process
i changes state in v but not in u. Since process i has not
changed state in u, the probability that this event occurs is the
probability that the residual life-time of state xi(u) is equal
to k. This is given by φi(u, v, k) = ĝi(xi(u), xi(v), k).

Case III: ti(u) = 1 and ti(v) = 0. In this case process i
changes state in u but not in v. The probability that this event
occurs is the probability that the sojourn time of state xi(u) is
greater than k, and is given by φi(u, v, k) = 1−Gi(xi(u), k).

Case IV: ti(u) = ti(v) = 1. In this case process i changes
state in both u and v. The probability that this event occurs
is the probability that the sojourn time of state xi(u) before
transitioning to state xi(v) is exactly k. This is given by
φi(u, v, k) = gi(xi(u), xi(v), k).

B. Coverage with Requirement ACD ≥ 1 — Single Sensor
Coverage

Suppose that a target has CD of n, and its ACD has to be at
least 1 in order for this target to be considered covered. The
target is thus uncovered if all n sensors are off, corresponding
to the superposed state [(x1, t1), (x2, t2), · · · , (xn, tn) : x1 =
x2 = · · · = xn = 1]. The set of all such states is denoted by
Suc. The set of all states under which the target is covered is

SUC  = { [(1,1),(1,0)],  [(1,0),(1,1)],  [(1,1),(1,1)]  }.

SC =  { [(1,1),(2,0)],  [(2,1),(2,0)],  [(1,0),(2,1)], [(1,1),(2,1)],  [(2,0),(2,1)],

           [(2,1),(2,1)],  [(2,1),(1,0)],  [(2,0),(1,1)],  [(2,1),(1,1)] }.

Fig. 2. An example of superposed uncovered state sets and superposed
covered state sets when n = 2.

denoted by Sc = S \ Suc. Figure 2 gives an example of Suc

and Sc when n = 2.
It follows that, if a superposed process is currently in a state

in Suc, then its next state is necessarily in Sc. Since there are n
sensors that can cover the target, the probability that the target
is uncovered for k time slots, denoted by P uc

n (k), is given by:

P uc
n (k) =

∑
u∈Suc

∑
v∈Sc

qn(u, v, k)Pn(u), ∀n ≥ 2. (4)

It can be easily obtained that P uc
0 (k) = 1 and P uc

1 (k) =
f off

i (k) · moff
moff+mon

, where moff is the mean of the off duration
and mon is the mean of the on duration.

C. Coverage with Requirement ACD ≥ m — Multiple Sensor
Coverage

Consider the same scenario where a target has CD of n, but
suppose that the coverage requirement is ACD ≥ m, 2 ≤ m ≤
n. Thus the target is uncovered if the number of off sensors is
greater than n−m, corresponding to states of the superposed
process [(x1, t1), (x2, t2), · · ·, (xn, tn) :

∑n
i=1 I(xi = 1) >

n − m], where I(·) is the indicator function. Denote by Sm
uc

the set of all such states, and by Sm
c = S \ Sm

uc the set of all
states under which the target is covered. It might seem natural
to compute the coverage intensity with the same equations as
given in Section III-B by replacing Suc and Sc with Sm

uc and
Sm

c , respectively. However, we will show that this leads to an
under-estimate in Section V.B.

D. Applications

We will examine the accuracy of this modeling approach
in Section VI. In this subsection we illustrate via examples
how the model developed above can help us understand the
performance degradation due to duty-cycling and compare
different random on/off schedules with the same duty cycle.
This comparison would not be possible if we only consider
static snapshots of the network.

Suppose that a target has coverage requirement ACD ≥ 1.
All on durations independently follow pmf f on(k), which is
a uniform distribution over [Mon − Von, Mon + Von] for some
constants Mon and Von. All off durations independently follow
pmf f off(k), which is also uniform over [Moff−Voff, Moff+Voff]
for some constants Moff and Voff. Figure 3 presents numerical
results of Equation (4), presented in the form of the tail
distribution of the uncovered duration.

First, consider the scenario of n = 2. The left figure of
n = 2 compares three random on/off schedules with the same
average duty cycle but different distributions. In particular,
random schedule f off = U [2− 1, 2 + 1]/f on = U [2− 1, 2 + 1]
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Fig. 3. Coverage intensity: numerical results obtained by equation (4).

may be preferred as it has the smallest uncovered probability
for large (exceeding 4 in this example) periods of time. This
is achieved by having sensors switch more frequently between
on and off states. In practice, switching also consumes energy.
Thus given the energy consumption model of particular sensor
devices, the model presented here can be used to determine a
desired switching frequency and the on/off distributions. The
right figure of n = 2 compares three random on/off schedules
with the same average on/off duration (thus the same average
duty cycle and switching frequency) but different variances3.
We see that the variance determines the shape of the tail
distribution of the uncovered duration.

Next consider the scenario of n = 6 (which corresponds
to higher node density compared to n = 2). From the right
figure of n = 6 (and compared to the same on/off parameters
when n = 2), the effect of different variance diminishes as n
becomes larger. Thus when there is a large number of sensors
that can cover a target, controlling the variance of on/off
durations does not significantly affect the coverage intensity.

E. A Simpler Model with Reduced State Space

The semi-Markov model in Section III-A has an exponential
state space, thus it does not scale well with the total number
of nodes. Below we present a model with linear state space.
We show that the simplified model provides satisfactory but
coarser (less accurate) approximation compared to the previ-
ous model.

Consider n sensors, each of which can cover a target. Each
node follows the same on/off distributions f on(k) and f off(k).
Consider the following state space of the superposed process
Ω = {0, 1, · · · , n}, where state i represents i off nodes,
i = 0, 1, · · · , n. This simplified semi-Markov model is also an
approximation since the future superposed state may depend
not only on the present state and the time the superposed
process has spent in the present state, but also on past states.

Let qn(u, v, k) denote the probability that the superposed
process stays in state u ∈ Ω for k slots before entering state

3The variances of the on/off durations are 1
3

, 3, and 25
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Fig. 4. Coverage intensity: numerical results obtained by equation (6).

v ∈ Ω. For u = n, this probability can be approximated by the
intersection of the following two events: that there are n − v
nodes with residual off time equal to k, and that there are v
nodes with residual off time larger than k. Therefore,

qn(n, v, k) =
(

n

n − v

)
[ĝ(1, 2, k)]n−v

[ ∞∑
l=k+1

ĝ(1, 2, l)

]v

,

(5)
where v = 0, · · ·, n − 1 and ĝ(x, y, k), x, y ∈ {1, 2}, was
defined in Section III-A. Let Pn(u) denote the stationary state
distribution of superposed state u ∈ Ω. Then the coverage
intensity with requirement of ACD ≥ 1 is given by:

P uc
n (k) =

n−1∑
v=0

qn(n, v, k)Pn(n) =
n−1∑
v=0

(
n

n − v

)

× [ĝ(1, 2, k)]n−v

[ ∞∑
l=k+1

ĝ(1, 2, l)

]v (
moff

moff + mon

)n

, (6)

where moff is the mean of the off duration and mon is the
mean of the on duration.

Figure 4 gives the numerical results of Equation (6), and
they are very close to those in Figure 3. However, in the
upper-right figure we see that the finer details of the effect of
different variances seen in Figure 3 can no longer be observed.
The advantage is that this simpler model provides a smaller
state space (n + 1 states), compared to the original model
(2n(2n − 1) states). Furthermore, to calculate P uc

n (k), the
computational complexity under this simpler model is O(n!),
while the original model has complexity O(n · 8n).

IV. ASYMPTOTIC COVERAGE INTENSITY

In this section we examine coverage intensity in the as-
ymptotic regime where the number of sensors goes to infinity.
Different from the previous section, we will use a continuous-
time assumption in this section for simplicity. As before, we
will present the cases where a single sensor and multiple
sensors are required for coverage, respectively.

The asymptotic coverage intensity examined in this section
is defined as the probability distribution of the duration from
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an arbitrary time instant when a target is uncovered, to the
first time instant that the target becomes covered, as CD (or
n) goes to infinity. This definition is different from the one
given in the previous section, which concerns the entire period
of time during which the target is uncovered. In the asymptotic
case we are only concerned with the time to coverage from an
arbitrary time instant. This latter definition is more applicable
in scenarios where we are interested in how long a target
remains undetected from its first appearance.

We assume that each sensor independently alternates be-
tween on and off modes. All on and off durations are iid with
probability density function (pdf) f on(x), x > 0, and f off(x),
x > 0, respectively. The corresponding cumulative distribution
functions (cdf) are denoted by F on(x) and F off(x), respec-
tively. Assume that F on(x) and F off(x) are non-degenerate on
R+ with F on(0) < 1 and F off(0) < 1. Assuming that these
sensors start their operation at time t � 0, the on/off schedule
of each sensor can be modeled as an equilibrium alternating
renewal process.

A. Coverage with Requirement ACD ≥ 1 — Single Sensor
Coverage

Suppose that a target has a CD of n and coverage require-
ment of ACD ≥ 1. Let Ti(t) be the time that has elapsed
from time t till the first moment that sensor i is on. Let
E1 be the event that the target is uncovered at time 0. Then
P [Ti(0) ≤ x|E1] is the distribution of the forward recurrence
off time. Using standard results from renewal theory [5] and
denoting this distribution by Hi(x), we have:

Hi(x) = P [Ti(0) ≤ x|E1] =
1

moff

∫ x

0

(1 − F off(y))dy (7)

when x > 0, where moff is the mean off duration, and
Hi(x) = 0 when x ≤ 0. Let Xi be a random variable
distributed according to cdf Hi(x). Let the random variable
Z be such that Z = mini=1,··· ,n Xi. Then Z denotes the
duration from time 0 till the time the target is covered, given
that it is not covered at time 0. In other words, this is the
time during which the target is uncovered starting from some
arbitrary time when it is not covered. The following theorem
was proved in [7]. (More discussion on [7] is given in Section
VII.)

Theorem 1: ([7])

lim
n→∞P [Z ≤ x

n
] =

{
1 − e−λx, x > 0
0, x ≤ 0 , (8)

where λ = 1−F off(0)
moff

.

This is a fundamental result, which says that as n goes to
infinity, the distribution of the random variable Z approaches
that of an exponential random variable, regardless of the
off duration distribution. Following the above theorem, the
target’s uncovered duration from time 0 given that the target
is uncovered at time 0 has the probability distribution of Eλn

as n → ∞, where Eλn is an exponential random variable with
rate λn and λ = 1−F off(0)

moff
.

Suppose that a target appears at time 0 (which is essentially
an arbitrary time as the process started at t � 0). Then Z

denotes the amount of time before it is detected, given it is not
covered at time 0. Therefore the asymptotic coverage intensity
defined here is the conditional forward recurrence uncovered
duration.

B. Coverage with Requirement ACD ≥ m — Multiple Sensor
Coverage

Consider the same scenario as in the previous subsection,
but now suppose that a target has coverage requirement of
ACD ≥ m ≥ 2, and it has CD = n 
 m. Denote by Dm the
target’s uncovered duration from time 0 given that the target
is uncovered at time 0. We have the following result (proof is
given in the appendix).

Theorem 2: If n 
 m ≥ 2, then

lim
n→∞P [Dm >

x

n
] ≥

m−1∑
k=0

(
mon

mon + moff

)k

· (λx)k

k!
e−λx, (9)

where λ = 1−F off(0)
moff

and x ≥ 0.

This result indicates that P [Dm > x
n ] is lower bounded

by the sum of
(

mon
mon+moff

)k

multiplying the probability of
k Poisson arrivals with rate λn within time duration x

n .
The Poisson-like lower bound can be roughly explained as
follows4. Suppose that all n sensors are off at time 0. Denote
the first time the i-th sensor is turned on by ηi. Without loss
of generality, assume that η1 ≤ η2 ≤ ··· ≤ ηn. From Equation
(11) in the appendix, the quantities ηi+1 − ηi, i = 1, ··, n− 1,
have identical exponential distributions with rate λn. Thus
each of such on events can be regarded as a Poisson arrival
with rate λn. Therefore, Dm > x

n is closely related to the
event of k (0 ≤ k ≤ m − 1) such Poisson arrivals within x

n ,

which has probability (λx)k

k! e−λx.

V. DISCUSSION

A. Application to Path Availability

The methods used in the previous sections can be applied
to path availability in a straightforward way. Recall that path
availability is defined as the distribution of the duration during
which a path is available, and a path is available when all its
component links are available. A path is assumed to consist
of n sensors or n− 1 links. Thus for the path to be available,
all n sensors need to be on, corresponding to states of the su-
perposed process with tuple [(x1, t1), (x2, t2), · · · , (xn, tn) :
x1 = x2 = · · · = xn = 2]. Denote by Sa the set of all such
states, and by Sua (Sua = S \ Sa) the set of all states under
which the path is unavailable. Figure 5 gives an example of Sa

and Sua with n = 2. Figure 6 further illustrates the relationship
among different subsets of S. Note that, if the current state of
the superposed process is in Sa, then the next state must be in
Sua. Thus the probability that a path with n sensors is available
for exactly k time slots, using quantities derived earlier, is
given by P aval

n (k) =
∑

u∈Sa

∑
v∈Sua

qn(u, v, k)Pn(u), similar
to Equation (4). The asymptotic results derived earlier can be

4The explanation here is not precise as the bound is not tight.
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Sa = { [(2,1),(2,0)],  [(2,0),(2,1)],  [(2,1),(2,1)]  }.

Sua  = { [(1,1),(2,0)],  [(1,0),(2,1)],  [(1,1),(2,1)],  [(1,1),(1,0)],  [(2,1),(1,0)], [(1,0),(1,1)],

            [(1,1),(1,1)], [(2,0),(1,1)],  [(2,1),(1,1)] }.

Fig. 5. An example of Sa and Sua as subsets of the state space S of the
superposed process with n = 2.

Sa (all on) Suc (all off)

S

Fig. 6. An illustration of relationships among different subsets of the state
space of the superposed process.

directly applied to obtain the asymptotic distribution of the
conditional forward recurrence on time (i.e., the asymptotic
path availability), by replacing moff with mon and F off(0) with
F on(0).

B. Limitation and Extension

Consider the semi-Markov model and coverage intensity.
As we noted earlier, if the current state of the superposed
process is in Suc, i.e., if the target is currently uncovered, then
the next state is necessarily in Sc. Thus to go from uncovered
to covered it takes only one state transition. The opposite, on
the other hand, is not true. That is, if the target is currently
covered, then the next state could be either in Suc or Sc. What
this implies is that to go from covered to uncovered it can take
multiple state transitions, and there are many different paths
of state transitions leading to an uncovered state. Suppose
we are interested in the distribution of time during which the
target remains covered, and states u, v are such that u ∈ Sc

and v ∈ Suc. Then qn(u, v, k) derived earlier only gives the
probability that the process goes from u to v in k slots via a
single transition. In order to obtain the above distribution, we
need the probability that the process goes from u to v in k
slots provided that v is the first uncovered state it enters. For
k = 1, this probability is simply qn(u, v, 1). For k = 2, this
probability is qn(u, v, 2)+

∑
w∈Sc,w �=u qn(u, w, 1)qn(w, v, 1).

For k = 3, this probability is qn(u, v, 3) +∑
w∈Sc,w �=u[qn(u, w, 2)qn(w, v, 1)+qn(u, w, 1)qn(w, v, 2)]+∑
w,z∈Sc,w �=z �=u qn(u, w, 1)qn(w, z, 1)qn(z, v, 1). The

complexity increases rapidly for even moderate values of k.
The same problem exists for deriving the distributions of the
target uncovered duration when ACD ≥ m > 1 and of the
path unavailability duration. The asymptotic version of the
latter distributions are equally difficult to obtain, and are not
immediately available from the results presented in Section
IV.

The study here assumes that the sensing and communication
models of a sensor are deterministic. In practice, due to the
randomness in sensing, ambient noise and interference, proba-
bilistic models more accurately describe a sensor’s sensing and
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Fig. 7. Coverage intensity with requirement of ACD ≥ 1: results
with/without markers are analytical/simulation results when fon(k) ∼
U [mon − von, mon + von] and foff(k) ∼ U [moff − voff, moff + voff]. Top
two: analytical results are from equation (4). Bottom two: analytical results
are from equation (6).

communication capability. For example, one can use received
signal-to-noise ratio to determine whether a target is detected
or whether a communication is successful, where the noise is
modeled as a random variable. We will not further examine
the details of these more general models (see for example [8],
[9]), but simply note that these probabilistic models give the
probability that a certain number of sensors can cover a given
target. Once we have this probability, using the semi-Markov
model to take randomness into account in deriving coverage
intensity and path availability becomes straightforward.

VI. NUMERICAL EXPERIMENTS & VERIFICATION

In this section we present numerical and simulation results
to evaluate the semi-Markov model as well as the asymptotic
results. Whenever applicable, simulations are initialized using
the equilibrium on/off distributions, which means that the first
on/off period is distributed according to the forward recurrence
time [5]. Most of the results shown here are for coverage
intensity since path availability is essentially the same with
exchanged on/off distributions.

Figure 7 compares the simulated coverage intensity with
that obtained analytically using the semi-Markov model.
f on(k) is uniformly distributed over [Mon−Von, Mon+Von], and
f off(k) is uniformly distributed over [Moff − Voff, Moff + Voff].
Coverage requirement is ACD ≥ 1. The simulation results are
the averages of 10 runs5. In each run coverage intensity is
calculated by P uc

n (k) = [Cu(k)/
∑

m Cu(m)] · (Tu/T ), where
Tu is the total time during which the target is uncovered, T
is the total simulation time, and Cu(k) is the total number
of times that the target is uncovered for k slots. These are
compared to those computed by Equation (4) in the top two
figures of Figure 7 and by Equation (6) in the bottom two

5Technically a single run, given it’s sufficiently long, would suffice, as the
number of sensors is fixed and the randomness comes from the duty-cycling.
In our case each run lasts for at least 7 · 105 on/off switches.
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Fig. 8. Coverage intensity with requirement of ACD ≥ 1 and path
availability: results with/without markers are analytical/simulation results
when fon(k) = k/

�kon
a=1 a, 1 ≤ k ≤ kon, and foff(k) = k/

�koff
a=1 a, 1 ≤

k ≤ koff.

figures. We see that the analytical approximation performs
better when the number of sensors (n) increases from 2 to
6. Overall the analysis matches well with simulation results
for f on(k) and f off(k) considered here. As expected, the
original model with exponential state space is slightly more
accurate than the simplified model with linear state space.
This observation remains true for all other experiments we
conducted. For brevity, in the remainder of this section we
will only present results using the original model.

Our second example uses the following distributions of
on/off durations: f on(k) = k/

∑kon

a=1 a, 1 ≤ k ≤ kon, and
f off(k) = k/

∑koff

a=1 a, 1 ≤ k ≤ koff. The top two figures
of Figure 8 compare the simulated coverage intensity with
that obtained analytically (via Equation (4)). We see that
the accuracy improves as the number of sensors n increases.
Furthermore, results for kon/off = 5/9 are less accurate than
results of kon/off = 12 because the variance of the former
on/off durations is smaller6. Smaller variance of on/off du-
rations makes the future superposed state depend more on
the past superposed states, causing the approximate semi-
Markov model to be less accurate. The bottom two figures
show the comparison for path availability, which leads to the
same observation as coverage intensity. In general our model
achieves fairly good approximation under many discrete-time,
finite-support distributions of on/off durations.

Figure 9 compares the simulated and the analytical results
on the asymptotic coverage intensity with requirement of ACD
≥ 1. It shows how the coverage intensity converges to the
exponential distribution as the number of sensors increases.
Simulation results are calculated based on 106 runs. Simula-
tion starts from time −100. The conditional probability that
the forward recurrence uncovered duration is k is calculated
by Ca(k)

Ca
, where Ca is the number of runs that the target

is uncovered at time 0 and Ca(k) is the number of runs that

6The variance under kon/off = 12, kon/off = 9, and kon/off = 5 are 8.556,
4.8889, and 1.5556, respectively.
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Fig. 9. Asymptotic coverage intensity with requirement of ACD ≥ 1:
results with/without markers are analytical/simulation results when fon(k) ∼
U [mon − von, mon + von] and foff(k) ∼ U [moff − voff, moff + voff].
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Fig. 10. Asymptotic coverage intensity with requirement of ACD ≥ m:
results with/without markers are analytical/simulation results when fon(k) ∼
U [mon − von, mon + von] and foff(k) ∼ U [moff − voff, moff + voff].

the forward recurrence uncovered duration from time 0 equals
k. The analytical results are obtained using P [Z ≤ k] =

1−e
−1−F off(0)

moff
kn, where n is the number of sensors. Note that

here we are sampling the exponential distribution at discrete
points.

Figure 10 shows how the asymptotic result of Theorem
2 provides a conservative bound on coverage intensity by
multiple sensors. The conditional probability that the forward
recurrence target uncovered duration is k is calculated by
Cu(k)

Cu
, where Cu is the number of runs that the target is

uncovered (i.e., not covered by at least m sensors) at time 0
and Cu(k) is the number of runs that the forward recurrence
uncovered duration from time 0 equals k. The analytical lower
bound on the tail distribution is shown in the graph as an upper
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bound on the cdf. Using Theorem 2, the cdf upper bound is
fU (k, n, m) = 1−∑

0≤i≤m−1(
mon

mon+moff
)i (λkn)i

i! e−λkn, where
n is the number of sensors and m is the ACD requirement.
As shown in the top two figures, the asymptotic bound of
m = 2 is tighter than the bound of m = 3. As shown in
the bottom two figures, the asymptotic bound on the left is
tighter than the bound on the right. This is because, in deriving
the bound, certain events were not considered, e.g., the one
illustrated in Figure 11(b). This happens more often when m is
larger, and when on/off durations are shorter. We can also see
that (especially in the bottom two figures) the bound becomes
tighter when the number of sensors (n) increases. Thus the
general observation is that the asymptotic bound in Theorem
2 becomes tighter when the number of sensors increases, when
the on/off durations are larger, and when the multiple sensor
requirement (m) decreases.

VII. RELATED WORK

The general problem of coverage and connectivity has
been very extensively studied, within subjects like stochastic
geometry and percolation theory. For example, [10] gave the
bounds on the probability of coverage as functions of node
density and the coverage radius, and it has been shown (e.g., in
[11]) that there exists a critical node density for an unbounded
connected component.

There have been numerous studies and results on network
connectivity using graph theory. Various sufficient and nec-
essary conditions were derived on asymptotic connectivity in
a network as the number of nodes goes to infinity, see for
example [12], [13], [14]. In [3], the coverage and connectivity
of a network of unreliable sensors on a grid with a Boolean
sensing and communication model were studied. All these
studies examine static snapshots of the network. [15] studied
path duration in a mobile ad hoc network in which the dynam-
ics of a path is due to the movement of nodes. It found via
simulation that the probability distribution of path duration can
be well approximated by an exponential distribution under the
mobility models considered. [7] studied analytically the path
available duration problem by assuming that individual link
available durations (due to mobility) are iid random variables.
This result is applicable to our single sensor coverage problem
(i.e., when the requirement is ACD ≥ 1), assuming that the
duty-cycling processes of sensors are iid. Relevant result from
[7] was used and cited earlier in Section IV. However, this
result does not apply to multiple sensor coverage problem (i.e.,
when the requirement is ACD ≥ m ≥ 2). In this paper we
provided a lower bound for coverage intensity in this scenario.

In an earlier, more preliminary effort [16], we have used
the semi-Markov model presented in Section III-A to derive
coverage intensity when only a single active sensor is required.
In this study we further investigated coverage by multiple
sensors, as well as a simpler semi-Markov model with a much
reduced state space. In addition, asymptotic results were not
available in [16].

There are also various algorithmic and heuristic studies on
coverage, connectivity, and low duty-cycling. For example, the
Set K-cover algorithms (see e.g., [17], [18]) aim at providing
coverage of a field with only a subset of the nodes. By

using one such subset (known as covers) at a time, the nodes
are effectively duty cycled. Heuristic algorithms in providing
coverage and connectivity while duty-cycling the sensors can
be found in e.g., [16], [19], [20] and [21], respectively.

VIII. CONCLUSION

We studied properties of coverage over time as functions
of individual sensor on/off schedules under a random duty-
cycling assumption. Specifically, we derived the coverage
intensity, defined as the probability distribution of the time
duration in which a target is uncovered. We modeled the
on/off schedules as semi-Markov processes, and obtained a
mathematical model which allows us to calculate the coverage
intensity numerically with very good approximation accuracy.
We also presented a lower-complexity model with reduced
state space. We then studied the asymptotic version of this
measure as the number of sensors tends to infinity. We also
showed that there is a close relationship between coverage
intensity and the measure of path availability, defined as the
probability distribution of durations in which a path (of a
fixed number of nodes) remains available. Thus models/results
obtained for coverage intensity readily applies to the study of
path availability.

APPENDIX

PROOF OF THEOREM 2

Let Yi be a random variable with cdf Hi(x), the condi-
tional forward recurrence off time of the i-th sensor given
in Equation (7). Since Yi, i = 1, 2, · · · , n, are iid, define
H(x) := H1(x) = · · · = Hn(x). From Equation (7) we have
that nH( x

n ) = n
moff

∫ x/n

0
(1−F off(t))dt. Let τ = n

x t and using
the bounded convergence theorem, we have the following

lim
n→∞nH(

x

n
) = lim

n→∞
x

∫ 1

0 (1 − F off(xτ
n ))dτ

moff

=
x

∫ 1

0
limn→∞(1 − F off(xτ

n ))dτ

moff
=

1 − F off(0)
moff

x, (10)

Let λ = 1−F off(0)
moff

. Let Wm, m = 1, 2, · · · , n, be a random
variable defined as the m-th smallest of {Yi}i=1,··· ,n. Then
for x > 0 and n 
 m ≥ 2, we have

lim
n→∞ P [Wm >

x

n
, Wi ≤ x

n
, i < m] = lim

n→∞

(
n

m − 1

)

× [H(
x

n
)]m−1[1 − H(

x

n
)]n−m+1 =

(λx)m−1

(m − 1)!
e−λx, (11)

where the second equality comes from approximating a bino-
mial distribution with a Poisson distribution.

Suppose that a target has coverage requirement of ACD
≥ m. Below we calculate the distribution of the conditional
forward recurrence uncovered duration. Let this duration be
denoted by Dm. Denote the probability density function of
H(x) by h(x). Let πon

i (t2, t1), t2 ≥ t1, denote the probability
that sensor i is on at time t2 given that it entered an on duration
at time t1. Since on durations are iid, πon

i (t2, t1) = πon(t2, t1)
for all i. By the nature of alternating renewal processes, we
have that πon(t2, t1) only depends on t2 − t1. Subsequently
we will use the simpler notation πon(t), where t = t2 − t1.
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Time

0 x/n

off on
Sensor 1

Sensor 2

Sensor 3

off on
Sensor 1

Sensor 2

Sensor 3

(a)

(b)

Fig. 11. Examples of D2 > x
n

when there are 3 sensors and 2 on sensors
are required to cover a target. (a)An example which is covered in the lower
bound. (b)An example which is not covered in the lower bound.

From Section 7.3 of [5], πon(t) is a decreasing function of t,
and πon(∞) = mon

mon+moff
. Furthermore, it is easy to see that

πon(0) = 1.
Define Zn−m to be the random variable mini=1,···,n−m Yi,

where Yi’s are iid random variables distributed according to
H(x). Thus Zn−m has cdf FZn−m(x) = 1− [1−H(x)]n−m.
Let fZn−m(x) be the pdf of Zn−m. The event

{
Dm > x

n

}
contains the union of disjoint events Ek, k = 0, · · ·, m − 1,
defined as follows: Among n sensors (off at time 0), (1) n−k
sensors have forward recurrence off time larger than x

n , and (2)
the other k sensors have forward recurrence off time smaller
than x

n and are on at the time when the first sensor among the
other n − k sensors becomes on.

This union is only a subset of
{
Dm > x

n

}
, and this is shown

in Figure 11. For
{
D2 > x

n

}
, the event illustrated in Figure

11(a) is included in E1 while the event illustrated in Figure
11(b) is not. As can be seen, there are many events similar to
that in (b) and we have not found a tractable way to analyze
these events. Below we proceed to derive P [Em].

lim
n→∞P [Em]

≥ lim
n→∞

(
n

m

)� ∞

x
n

�� x
n

0
h(y2)π

on(y1 − y2)dy2

�m

fZn−m
(y1)dy1

≥ lim
n→∞

(
n

m

)� ∞

x
n

�� x
n

0
h(y2)dy2

�m

[πon(y1)]mfZn−m
(y1)dy1

= lim
n→∞

{(
n

m

)
[H(

x

n
)]m

∫ ∞

x
n

[πon(y1)]mfZn−m(y1)dy1

}
,

(12)

where the second inequality comes from the fact that πon(t)
is a decreasing function of t. Integrating by parts, we obtain

∫ ∞

x
n

[πon(y1)]mfZn−m(y1)dy1 =
{
[πon(y1)]mFZn−m(y1)

}∞
x
n

−
∫ ∞

x
n

φ(y1)FZn−m(y1)dy1, (13)

where φ(y1) = ∂[πon(y1)]
m

∂y1
. The first term on the right-hand-

side is given by{
[πon(y1)]mFZn−m(y1)

}∞
x
n

=
{
[πon(y1)]m

[
1 − [1 − H(y1)]n−m

]}∞
x
n

= [πon(∞)]m − [πon(
x

n
)]m + [πon(

x

n
)]m[1 − H(

x

n
)]n−m.

(14)

For the second term on the right-hand-side of (13), we have
H(y1) ≥ H( x

n ), x
n ≤ y1 ≤ ∞; thus 1 − [1 − H(y1)]n−m ≥

1 − [1 − H( x
n )]n−m. This gives us FZn−m(y1) ≥ 1 − [1 −

H( x
n )]n−m. Noting that

∫ ∞
x
n

φ(y1)dy1 is negative, we have∫ ∞

x
n

φ(y1)FZn−m(y1)dy1

≤ {1 − [1 − H(
x

n
)]n−m}

∫ ∞

x
n

φ(y1)dy1,

= {1 − [1 − H(
x

n
)]n−m}{[πon(∞)]m − [πon(

x

n
)]m}. (15)

Using Equations (14) and (15) in (13) and multiplying(
n
m

)
[H( x

n )]m on both sides, we have(
n

m

)
[H(

x

n
)]m

∫ ∞

x
n

[πon(y1)]mfZn−m(y1)dy1

≥
(

n

m

)
[H(

x

n
)]m[πon(∞)]m[1 − H(

x

n
)]n−m. (16)

Finally taking the limit of the above and using (11) and (12),
we have

lim
n→∞P [Em] ≥

(
mon

mon + moff

)m

· (λx)m

m!
e−λx, (17)

where λ = 1−F off(0)
moff

. Since
{
Dm > x

n

}
contains the union of

disjoint Ek, k = 0, · · ·, m − 1,

lim
n→∞P [Dm >

x

n
] ≥

m−1∑
k=0

(
mon

mon + moff

)k

· (λx)k

k!
e−λx.

(18)
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