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Abstract

This paper presents our explorations in using graph cen-
trality measures to solve the synonym expansion prob-
lem. In particular, we use the concept of directional sim-
ilarity to derive directed graphs on which we apply cen-
trality algorithms to identify the most likely synonyms
for a target word in a given context. We show that our
method can lead to performance comparable to the state-
of-the-art.

Introduction

Synonym expansion can be viewed as a specific type
of word sense disambiguation in that it attempts to find
the correct meaning of a word by identifying its syn-
onyms (or substitutes) in a given context. Unlike word
sense disambiguation, which typically relies on prede-
fined sense inventories, synonym expansion (or lexical
substitution) is more flexible as it can define the mean-
ing of a word “on the fly,” based on its current context.

Given a sentence, for examphe was abright boy,
the task is to find synonyms that could replace the word
bright without changing the meaning of the sentence.
Several methods to solve this problem have already been
proposed, see for instance (McCarthy & Navigli 2007)
for an overview of several systems that participated in
the SEMEVAL lexical substitution task, or (Sinha & Mi-
halcea 2009) for a comparative exploration of different
resources and tools.

The approach proposed in this paper relies on a com-
bination of graph centrality measures adidectional
similarity, to identify the most likely synonyms for a tar-
get word in a given context. Through experiments, we
show that this unsupervised method is competitive with
some of the best results obtained so far on this task.

The paper is organized as follows. First, we de-
scribe the task of synonym expansion in more detail,
along with defining the evaluation metrics as well as the
data sets that have been used for this task. We then
discuss the basics of directional similarity and graph
centrality, focusing on degreeABERANK and biased-
PAGERANK. Next, we describe the experiments and
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evaluations, and finally conclude with an analysis of the
results and possibilities for future work.

Synonym Expansion in Context

Contextual synonym expansion, also known as lexical
substitution (McCarthy & Navigli 2007), is the task of
replacing a certain word in a given context with an-
other, suitable word. See for example the four sen-
tences from Table 1, drawn from the development data
from the SEMEVAL-2007 lexical substitution task. In
the first sentence, assuming we chobsght as the tar-
get word, a suitable substitute could m@liant, which
would both maintain the meaning of the target word and
at the same time fit the context.

Sentence Target| Synonym
The sun wadbright . bright | brilliant
He wasbright and independent. | bright | intelligent
His featurefilm debut won awards| film movie
The market idight right now. tight pressured

Table 1: Examples of synonym expansion in context

The task arose from the idea of trying to test word
sense disambiguation systems without a predetermined
sense inventory, since there is no clear consensus as
to which particular sense inventory is appropriate for a
given task, and how coarse-grained or how fine-grained
such an inventory should be for an automatic system to
be useful in practice.

Data

The data used for the evaluation of systems participat-
ing in the EMEVAL-2007 lexical substitution task con-
sisted of 2010 examples for 201 words covering all open
class parts-of-speech (i.e., nouns, verbs, adjectives and
adverbs), keeping in view a preference for polysemous
words. The examples were extracted from the English
Internet Corpus (Sharoff 2006), and human annotations
were collected from five annotators. In our experiments,
we use the same trial and test datasets as in the original
task evaluations.



Evaluation Metrics

We use the same evaluation metrics as used for the lex-

ical substitution task. Specifically, we adopt thesT
and oUT-OF-TEN (0OT) precision and recall scores
from (McCarthy & Navigli 2007). We allow as many
substitutes as the algorithm feels fit for the context, and
the credit is given depending on the number of anno-
tators that picked that substitute as well as the number
of annotator responses for the item, and the number of
answers provided by the system.

the BEST scorer gives credit to only one best answer.
If the system provides several answers, the credit is di-
vided among them. Formally, ifis an item in the set
of instances/, andT; is the multiset of gold standard
synonym expansions from the human annotators for
and a system provides a set of answgrfor 4, then the
BEST score for item is:
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Figure 1: A sample sentence and the associated directed
graph, for the sentendehere are different types of man-
aged care systemwith the target word beinghanage

as collecting all the context words. The synonyms are
generated using several different resources, including
WordNet, Encarta, Roget Thesaurus, TransGraph and
distributional similarity; see (Sinha & Mihalcea 2009)

the system attempted whereas recall divides the sum of for details on these resources. From these, we work

scores for each item hy|. Thus:
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TheooTscorer allows up to ten system responses and
does not divide the credit for an answer by the number
of system responses.
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For both theBEST and 00T measures, in addition to
the regularformal) score, we also reportraodescore,
which is computed taking into account only the most
frequent response among the annotatorsi{ndeis cal-
culated for those items that do not have a most frequent
answer).

The DSM Algorithm

Our algorithm (D$M, for Directional Similarity) con-
sists of several steps, which combine centrality algo-
rithms on directed graphs and measures of directional
similarity.

Given a sentence and a target word, we start by col-
lecting all the synonyms for the target word, as well

with those individual and combined resources that were
found to work best in previous work (Sinha & Mihalcea
2009): Encarta, WordNet, a combination of Encarta and
WordNet picking candidates present in both resources, a
combination picking candidates present in either one of
the resources, candidates present in two or more out of
all the resources, and finally candidates present in three
or more resources.

The entire set of candidate synonyms, along with all
the open-class words in the surrounding context, are
used to generate the vertices in the graph. To draw edges
between words, we use a measure of directional similar-
ity, as described below. The edges are directed, with the
orientation of the edge being determined by the direc-
tion of the similarity of the words in the pair. The edge
weight is the actual value of the similarity. Figure 1
shows an example of the graph generated for a sample
sentence.

Directional Similarity

Directional similarity, as opposed to the traditional,
symmetric similarity, is a new concept introduced and
discussed in (Michelbacher, Evert, & Stthe 2007;
Leong, Mihalcea, & Hassan 2010).

The concept ofaliencehas been long discussed, for
example in (Durkin & Manning 1989). The traditional
school of thought has always maintained that if two
words are related to each other (regardless of whether
we talk about relatedness or similarity), then that rela-
tionship is symmetric, and any method of quantifying
their relatedness or similarity as a concrete number as-
signs the same quantity to the relationship from the first
word to the second word as to the relationship from the
second word to the first word.

There is however a new school of thought that pro-



motes the concept dfirectional similarity, and tries
to incorporate the salience of words in intra-word re-
lationships. To illustrate, consider the woin-

ton, which makes us automatically think qdresi- best best| oot oot
dent but the reverse is not true: the womtesi- Resource| normal mode| normal mode
dent more often than not doesot make us think UNDIR(LSA), DEG
of Clinton. Thus, assuming a hypothetical metric encarta 0.7 08 | 227 290
DSim that accounts for the directional similarity be- wordnet | 3.2 32 | 179 240
tween words, thenDSim(Clinton,president) > eandw 5.6 5.4 | 156 187
DSim(president, Clinton). In other wordsClinton eorw 3.4 40 | 311 345
is more related or similar tpresidentthan the other any2 3.1 35| 3.5 357
. . . any3 6.2 7.0 31.2 42.7
way around. We can rephrase it by saying tG@#n- ONDIR(LSA). PR
ton is more salient thapresidentin the relatedness or d
T . . encarta 1.2 15 23.9 29.6
similarity relayonshlp between the two words.. wordnet 34 39 | 189 248
Formally, given two wordsv1l andw2, we define: e and w 6.0 55 | 201 @ 22.2
o eorw 34 4.2 30.1 33.8
DSim(ut,w2) = 2 Sim(wi,w2)  (7) s | o8 72| 313 a7
where UNDIR(ESA), DEG
encarta 6.8 7.8 32.0 42.5
wordnet 6.8 8.7 21.7 27.7
Sim(wl,w2) = Cos.Sim(ESA(wl), ESA(w?2)) candw | 94 1021 207 207
(8) any2 35 39| 289 383
C1> is the number of articles in the British National any3 7.4 10.7 | 36.7 49.5
Corpus that contain both wordsl and w2, and Cy UNDIR(ESA), PR
is the number of articles that containl. In our im- encarta 71 87 | 32.0 413
plementationSim(wl, w2) is the cosine similarity be- wordnet 6.9 87 | 217 2717
tween the Explicit Semantic Analysis (ESA) vectors of eandw 9.6 11.2| 198  26.7
the two words$ (Gabrilovich & Markovitch 2007). Note eorw 5.3 78 | 308 383
that other similarity or relatedness metrics can also be any2 39 53 293 398
used, such as Latent Semantic Analysis (LSA) (Deer- any3 73 107] 368 505
westeret al. 1990) or others. DIR(ESA), DEG
Since the direction of similarity is not known apriori, encgrtat g'g g'g ié'g 5471'471
for each pair of words we calculate twoSim values, \gz;dn\?v 51 49 | 207 267
corresponding to the two possible directions that can be eorw 48 39 | 212 272
established between the words. The second value can any2 4.6 4.4 | 224 201
be determined by using in the denominator of equation any3 6.2 9.2 | 288 408
7 the number of articles in the corpus that contain the DIR(ESA), PR
second word. Out of these two values, the higher value encarta 14 4.4 31.0 37.9
determines the direction of relatedness, with the direc- wordnet 6.0 53 | 219 291
tion set from the more salient word in the relationship eandw 7.8 6.3 | 198 267
to the less salient word. Formally, if D®(w1,w2) > eorw 3.9 39 | 290 354
DSIM (w2, wl), we say the direction is frona1 to w?2.2 any2 40 39 281 374
any3 5.8 7.8 38.5 53.9
i i DIR(ESA), BPR
Graph Centrality Algorithms . ( 4)_4 S
Given the graph representation of an input sentence, in- wordnet 6.4 6.3 | 220 29.1
cluding the context words as well as the candidate syn- eandw 7.5 58 | 19.8 26.7
onyms for the target word, we use graph-centrality algo- eorw 3.6 29 | 299 364
rithms to determine the relative importance of the nodes any2 4.3 53 | 272 354
in the graph, and thus find the synonyms that are most any3 .8 78 | 379 534

likely to fit the given context.
- Table 2: Experiments on development data for LSA and
1ESAis a novel approach for computing semantic related- ESA; directed (DIR) and undirected (UNDIR) graphs;
ness between words. In contrast to using any human-generated degree (DEG), RGERANK (PR) and biased A%E-
hierarchies or data to compute this value, ESA attempts to rep- Rank (BPR).
resent meanings of words or texts in a high-dimensional vector
space of concepts derived from Wikipedia.
2When DSM (w1, w2) = DSIM(w2,wl), we only use
one directionw2 to wl.



The basic idea implemented by a graph centrality al-
gorithm is that the “importance” of a node in a graph
can be determined by taking into account the relation
of the node with other nodes in the graph. In our ex-
periments, we use two centrality algorithms: degree and
PAGERANK (Brin & Page 1998).

For directed graphs, we define the degree of a node
as the difference between the sum of the weights of all
the incoming edges to that node (indegree) and the sum
of the weights of all the outgoing edges from that node
(outdegree). The intuition behind this is that if a lot of
vertices point to a certain vertex in the graph, then it
must be important.

For weighted graphs, we calculate the degree by tak-
ing into account the weights on the edges:

2 2

(Vo,Va)EE (Va,Vo)EE
whereG = (V, E) is a graph with vertices € V and
directed edges € F, andw,;, is the weight on the edge
betweenl/, andV.

The other graph centrality algorithm we consider
is PAGERANK. The main idea implemented by
PAGERANK is that of “voting” or “recommendation.”
When one vertex links to another one, it is basically
casting a vote for that other vertex. The higher the
number of votes that are cast for a vertex, the higher
the importance of the vertex. Moreover, the importance
of the vertex casting a vote determines how important
the vote itself is, and this information is also taken into
account by the ranking algorithm. Then®ERANK
score associated with a vertd%, is defined using a
recursive function:

Degree(V,,) = Whg — wep  (9)

PageRank(Vy)
P W) = (1— 1Outdearee(Vi)l
ageRank(V,) = ( d)-i—d*(v ; . |Outdegree(Vs)|
bsVa)€E
(10)

whered is a parameter that is set between 0 and 1. The
typical value ford is 0.85 (Brin & Page 1998), and this
is the value we are using in our implementation.

In a weighted graph, the decision on what edge to
follow during a random walk is also taking into account
the weights of outgoing edges, with a higher likelihood
of following an edge that has a larger weight (Mihalcea
& Tarau 2004). Given a set of weights,, associated
with edges connecting vertic&g andV}, the weighted
PAGERANK score is determined as:

PageRank(V,) = (1—d)+d Z wea PageRank(Vy)
We,
(vaVa)EE (VC,VL)GE b

(11)

PAGERANK in its traditional sense corresponds to a
uniform probability distribution among the vertices in
the graph. Instead, biased ®RANK, first mentioned
in (Brin et al. 1998) and (Haveliwala 1999) and fur-
ther referenced in (Haveliwala 2003), takes this idea fur-
ther by introducing the concept of relative importance

best best| oot oot
Resource| normal mode| normal mode
encarta 8.3 124 329 41.8
wordnet 9.1 136 | 21.8 27.2
eandw 10.1 14.1| 20.3 25.5
eorw 8.6 141 | 36.2 45.8
any2 7.1 11.4 | 33.2 42.3
any3 9.3 14.1| 309 44.0

Table 3: Experiments on development data, as reported
in previous work (Sinha & Mihalcea 2009); the results
were obtained mostly with a statistical method using
Google Web 1T

of the vertices. Instead of assigning the same probabil-
ity to each vertex that a random surfer could potentially
jump to, biased RGERANK allows a certain “bias” to-
ward certain vertices. This is done by multiplying the
corresponding contributing score of a vertex by its bias
weight, determined by whether that vertex belongs to a
word in context or whether it is a synonym.

Experiments and Evaluation

We started our evaluations by running several experi-
ments on a development data set, to determine the re-
sources and methods that provide the best results.

Table 2 shows the results obtained on the develop-
ment data set using (1) each of the six resources de-
scribed before:WordNet Encarta WordNet and En-
carta (v and g, WordNet or Encartavw or €), candi-
dates present in two or more out of all the resources,
including also Roget, Transgraph and the distributional
similarity (any2, and finally candidates present in three
or more resourcesafly3; (2) LSA or ESA; (3) directed
or undirected graphs; (4ABRERANK or degree; (5) un-
biased or biased graph centrality, with a bias set toward
the words in the context. Moreover, in Table 3, we also
compare our results with the previous work done and
presented in (Sinha & Mihalcea 2009).

Several comparative analyses can be made with these
tables. Looking at Table 2, we start by comparing ESA
and LSA. It can be seen that in general, on average
ESA tends to perform better than LSA. This conclusion
can be drawn based on the results for undirecteseP
RANK and degree, looking at results obtained between
the ESA and LSA variants.

Our next comparison is made between directed
graphs and undirected graphs, i.e. directional similar-
ity emphasizing salience and the traditional, symmetric
similarity. When used in conjunction with thea®e-
RANK algorithm, and applied on a large number of
candidate synonyms, the directional similarity outper-
forms the symmetric measure by a significant margin,
as seen in th@oT scores forany3between the tables
for DIR(ESA), PR and DIR(ESA), BPR in contrast to
UNDIR(ESA), PR.

We next focus on whether it is worthwhile to run
PAGERANK or a simple degree computation suffices.



Looking at Table 2, it seems that for directed graphs best ~ best| oot oot
PAGERANK performs better than degree, especially for Resource| normal _mode| normal _mode
the ooT measure. For undirected graphs, however, the \?vrc])igggt g"ll 182'31 gg'i ig'?
diﬁerences are not too pronounced. Moreover, evalu- eandw | 11.2 08 | 275 380
ations of the biasedA&ERANK show that the perfor- eorw 54 76 | 363 455
mance is comparable with the simpledERANK . any2 5.9 97 | 351 47.4
From these experiments, we can conclude that for any3 7.7 154 | 50.7 66.3

selecting a large number of synonynw(7), the best
setting consists of using a directional similarity calcu-
lated using ESA, combined withABERANK run on

Table 4: Results obtained by our graph method on the

. . test data.

the resulting directed graph to select the most appro-
priate synonyms. When only one synonym is to be se- _ _
lected BEST), the use of RGERANK on an undirected . Individual Combined
weighted graph using an ESA similarity gives the best ~_Metric resource | F1 | resource | F1
results. best,normal | wordnet | 10.1| eandw 12.8

As an additional experiment, we also tried to reverse ZZ?an?iZl ‘é"r?égptgt ig'g Zr:)yr3w ‘112';
the directions of the edges, i.e., made them point from oot. mode encarta | 55.3 | e orw 58.4

the less salient word to the more salient word. The re-
sults were markedly lower than those for the original di- ]
rectionality, which proves that the use of directed edges Table 5: Results on the test data for the unsupervised
is effective, and the edges should indeed point from the Method reported in (Sinha & Mihalcea 2009)
more salient word to the less salient word in a word pair.

Finally, comparing our results with those reported in
(Sinha & Mihalcea 2009) on the same development data parava 2007) used synonyms from WordNet and the
set, as shown in Table 3, we can conclude that a method oyford American Writer Thesaurus, and ranked them
based on Google Web 1T performs very well for se- pased on the Google 1T five-grams corpus. HIT (Zhao
lecting the top EsT) candidate, while our graph-based ¢t 51, 2007), used WordNet to extract the synonyms and
method performs better for selecting the top tew{) used Google queries to collect the counts, only looking
candidates. As one example, using the resoarge at words close to the target in context. Another high-
PAGERANK on directed graphs surpasses the top result scoring system was MELB (Kim & Baldwin 2007),
in (Sinha & Mihalcea 2009) by an absolute 2% in the \yhich used WordNet, Google queries, and combined the
OOT-NORMAL metric and 8% in th®@OT-MODE metric. two with a heuristic taking into account the length of the
. query and the distance between the target word and the
Evaluations on Test Data synonym inside the lexical resource.

Using the settings determined e_arlier on the develop-  Ag can be determined from these tables, our system
ment data set, we also run experiments on the test data, performs on par with the best systems, while taking a
with re_:sults shown in Table 4. For comparison, we also completely different approach, which exploits graphs

show in Table 5 the results for the unsupervised meth- {4t encode relations between words in the text, instead

ods reported in (Sinha & Mihalcea 2009). The results f yery |arge resources such as Google Web 1T.
reported by our system are better than the previous re-

sults for theooT metric.

Finally, in Table 6, we show the results obtained by
various teams participating in the original lexical substi
tution task as reported in (McCarthy & Navigli 2007). ) ) ) ,

Several of these systems used a combination of ex- !N this paper, we presented our explorations in using
pensive machine learning methods to solve the prob- graph-based algorithms and directional sm_wlanty in an
lem, as opposed to our relatively simple and straight- &{témpt to solve the problem of automatic synonym
forward approach of graph centrality. Most of the sys- €xpansion. Through several experiments, we showed
tems used only one lexical resource, and a few used two the utility and potential of centrality algorithms applied
resources. Google Web 1T was the most common re- on_d|rec_ted graphs modeling sa[lence in mtr.a-word re-
source to gather counts for contextual fitness. KU as de- 1ationships, and showed that this unsupervised graph-
scribed in (Yuret 2007) used a statistical language model Paséd method can lead to results competitive with the
based on the Google Web 1T five-grams dataset to com- State-of-the-art.
pute probabilities for all the synonyms and worked with As a future point of interest, we would like to employ
the Roget thesaurus. UNT (Hassatnal. 2007) used other measures of directional similarity, which might
WordNet and Encarta, along with back-and-forth trans- prove to be less resource intensive than the one utilized
lations collected from commercial translation engines, in this work, and might improve the results. Two such
and N-gram-based models calculated on the Google potential options are presented in (Michelbacher, Evert,
Web 1T corpus. IRST2 (Giuliano, Gliozzo, & Strap- & Schitze 2007) and (Martin & Azmi-Murad 2005).

Conclusion and Future Work



best best| oot oot
Resource| normal mode| normal mode
Systems

IRST2 6.95 20.33] 68.96 58.54
UNT 12.77 20.73| 49.19 66.26
KU 12.90 20.65| 46.15 61.30
IRST1 8.06 13.09| 41.21 55.28
MELB 13.35 14.00 - -

USYD 11.05 17.93| 3551 42.96
SWAG2 - - 36.16 48.01
HIT 11.35 18.86| 33.88 46.91
SWAG1 - - 34.13 45.54
TOR 2.98 298| 11.19 14.63

Baselines

WordNet | 9.95 15.28] 29.52 40.57
Lin 8.68 14.45| 27.20 39.82
L1 7.96 13.14| 23.65 35.52
Lee 6.86 11.15| 19.72 29.32
Jaccard 6.71 10.99| 17.90 26.44
Cos 4.98 752 | 13.82 20.48

Table 6: Results obtained by the teams patrticipating in
the lexical substitution taskeMEvVAL 2007
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