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Abstract
This paper describes an unsupervised approach for
natural language disambiguation, applicable to am-
biguity problems where classes of equivalence can
be defined over the set of words in a lexicon. Lexi-
cal knowledge is induced from non-ambiguous words
via classes of equivalence, and enables the automatic
generation of annotated corpora. The only require-
ments are a lexicon and a raw textual corpus. The
method was tested on two natural language ambigu-
ity tasks in several languages: part of speech tagging
(English, Swedish, Chinese), and word sense disam-
biguation (English, Romanian). Classifiers trained on
automatically constructed corpora were found to have
a performance comparable with classifiers that learn
from expensive manually annotated data.

1 Introduction

Ambiguity is inherent to human language. Success-
ful solutions for automatic resolution of ambiguity
in natural language often require large amounts of
annotated data to achieve good levels of accuracy.
While recent advances in Natural Language Process-
ing (NLP) have brought significant improvements in
the performance of NLP methods and algorithms,
there has been relatively little progress on address-
ing the problem of obtaining annotated data required
by some of the highest-performing algorithms. As a
consequence, many of today’s NLP applications ex-
perience severe data bottlenecks. According to recent
studies (e.g. Banko and Brill 2001), the NLP research
community should “direct efforts towards increasing
the size of annotated data collections”, since large
amounts of annotated data are likely to significantly
impact the performance of current algorithms.

For instance, supervised part of speech tagging on
English requires about 3 million words, each of them
annotated with their corresponding part of speech, to
achieve a performance in the range of 94-96%. State-
of-the-art in syntactic parsing in English is close to
88-89% (Collins 96), obtained by training parser mod-
els on a corpus of about 600,000 words, manually
parsed within the Penn Treebank project, an annota-
tion effort that required 2 man-years of work (Mar-
cus et al. 93). Increased level of problem complexity

results in increasingly severe data bottlenecks. The
data created so far for supervised English sense dis-
ambiguation consist of tagged examples for about 200
ambiguous words. At a throughput of one tagged ex-
ample per minute (Edmonds 00), with a requirement
of about 500 tagged examples per word (Ng & Lee
96), and with 20,000 ambiguous words in the common
English vocabulary, this leads to about 160,000 hours
of tagging – nothing less but 80 man-years of human
annotation work. Information extraction, anaphora
resolution, and other tasks also strongly require large
annotated corpora, which often are not available, or
can be found only in limited quantities.

Moreover, problems related to lack of annotated
data multiply by an order of magnitude when lan-
guages other than English are considered. The study
of a new language (according to a recent article in the
Scientific American (Gibbs 02), there are 7,200 dif-
ferent languages spoken worldwide) implies a simi-
lar amount of work in creating annotated corpora re-
quired by the supervised applications in the new lan-
guage.

In this paper, we describe a framework for unsu-
pervised corpus annotation, applicable to ambiguity
problems where classes of equivalence can be de-
fined over the set of words in a lexicon. Part of
speech tagging, word sense disambiguation, named
entity disambiguation, are examples of such applica-
tions, where the same tag can be assigned to a set
of words. In part of speech tagging, for instance,
an equivalence class can be represented by the set of
words that have the same functionality (e.g. noun). In
word sense disambiguation, equivalence classes are
formed by words with similar meaning (synonyms).
The only requirements for this algorithm are a lexicon
that defines the possible tags that a word might have,
which is often readily available or can be build with
minimal human effort, and a large raw corpus.

The underlying idea is based on the distinction be-
tween ambiguous and non-ambiguous words, and the
knowledge that can be induced from the latter to the
former via classes of equivalence. When building lex-



ically annotated corpora, the main problem is repre-
sented by the words that, according to a given lexi-
con, have more than one possible tag. These words
are ambiguous for the specific NLP problem. For in-
stance, “work” is morphologically ambiguous, since
it can be either a noun or a verb, depending on the
context where it occurs. Similarly, “plant” carries on
a semantic ambiguity, having both meanings of “fac-
tory” or “living organism”. Nonetheless, there are
also words that carry only one possible tag, which
are non-ambiguous for the given NLP problem. Since
there is only one possible tag that can be assigned,
the annotation of non-ambiguous words can be accu-
rately performed in an automatic fashion. Our method
for unsupervised natural language disambiguation re-
lies precisely on this latter type of words, and on the
equivalence classes that can be defined among words
with similar tags.

Shortly, for an ambiguous word W, an attempt is
made to identify one or more non-ambiguous words
W’ in the same class of equivalence, so that W’ can
be annotated in an automatic fashion. Next, lexical
knowledge is induced from the non-ambiguous words
W’ to the ambiguous words W using classes of equiv-
alence. The knowledge induction step is performed
using a learning mechanism, where the automatically
partially tagged corpus is used for training to annotate
new raw texts including instances of the ambiguous
word W.

The paper is organized as follows. We first describe
the main algorithms explored so far in semi-automatic
construction of annotated corpora. Next, we present
our unsupervised approach for building lexically an-
notated corpora, and show how knowledge can be
induced from non-ambiguous words via classes of
equivalence. The method is evaluated on two natural
language disambiguation tasks in several languages:
part of speech tagging for English, Swedish, and Chi-
nese, and word sense disambiguation for English and
Romanian.

2 Related Work

Semi-automatic methods for corpus annotation as-
sume the availability of some labeled examples, which
can be used to generate models for reliable annotation
of new raw data.

2.1 Active Learning

To minimize the amount of human annotation effort
required to construct a tagged corpus, the active learn-
ing methodology has the role of selecting for annota-

tion only those examples that are the most informa-
tive. While active learning does not eliminate the need
of human annotation effort, it reduces significantly
the amount of annotated training examples required
to achieve a certain level of performance.

According to (Dagan et al. 95), there are two main
types of active learning. The first one uses member-
ships queries, in which the learner constructs exam-
ples and asks a user to label them. In natural language
processing tasks, this approach is not always appli-
cable, since it is hard and not always possible to con-
struct meaningful unlabeled examples for training. In-
stead, a second type of active learning can be applied
to these tasks, which is selective sampling. In this
case, several classifiers examine the unlabeled data
and identify only those examples that are the most in-
formative, that is the examples where a certain level
of disagreement is measured among the classifiers.

In natural language processing, active learning was
successfully applied to part of speech tagging (Dagan
et al. 95), text categorization (Liere & Tadepelli 97),
semantic parsing and information extraction (Thomp-
son et al. 99).

2.2 Co-training

Starting with a set of labeled data, co-training al-
gorithms, introduced by (Blum & Mitchell 98), at-
tempt to increase the amount of annotated data using
some (large) amounts of unlabeled data. Shortly, co-
training algorithms work by generating several classi-
fiers trained on the input labeled data, which are then
used to tag new unlabeled data. From this newly anno-
tated data, the most confident predictions are sought,
which are subsequently added to the set of labeled
data. The process may continue for several iterations.

Co-training was applied to statistical parsing
(Sarkar 01), reference resolution (Mueller et al. 02),
part of speech tagging (Clark et al. 03), statisti-
cal machine translation (Callison-Burch 02), and oth-
ers, and was generally found to bring improvement
over the case when no additional unlabeled data are
used. However, as noted in (Pierce & Cardie 01), co-
training has some limitations: too little labeled data
yield classifiers that are not accurate enough to sus-
tain co-training, while too many labeled examples re-
sult in classifiers that are “too accurate”, in the sense
that only little improvement is achieved by using ad-
ditional unlabeled data.

2.3 Self-training

While co-training (Blum & Mitchell 98) and itera-
tive classifier construction (Yarowsky 95) have been



long considered to be variations of the same algo-
rithm, they are however fundamentally different (Ab-
ney 02). The algorithm proposed in (Yarowsky 95)
starts with a set of labeled data (seeds), and builds a
classifier, which is then applied on the set of unlabeled
data. Only those instances that can be classified with a
precision exceeding a certain minimum threshold are
added to the labeled set. The classifier is then trained
on the new set of labeled examples, and the process
continues for several iterations.

As pointed out in (Abney 02), the main difference
between co-training and iterative classifier construc-
tion consists in the independence assumptions under-
lying each of these algorithms: while the algorithm
from (Yarowsky 95) relies on precision independence,
the assumption made in co-training consists in view
independence.

Our own experiments in semi-supervised genera-
tion of sense tagged data (Mihalcea 02) have shown
that self-training can be successfully used to bootstrap
relatively small sets of labeled examples into large
sets of sense tagged data.

2.4 Counter-training

Counter-training was recently proposed as a form of
bootstrapping for classification problems where learn-
ing is performed simultaneously for multiple cate-
gories, with the effect of steering the bootstrapping
process from ambiguous instances. The approach
was applied successfully in learning semantic lexi-
cons (Thelen & Riloff 02), (Yangarber 03).

3 Equivalence Classes for Building
Annotated Corpora

The method introduced in this paper relies on classes
of equivalence defined among ambiguous and non-
ambiguous words. The method assumes the availabil-
ity of: (1) a lexicon that lists the possible tags a word
might have, and (2) a large raw corpus. The algorithm
consists of the following three main steps:

1. Given a set
�

of possible tags, and a lexicon �
with words ��� , i=1, � ��� , each word ��� admit-
ting the tags �
	 , j=1, ��� � � , determine equivalence
classes ��
�� , j=1, � � � containing all words that ad-
mit the tag � 	 .

2. Identify in the raw corpus all instances of words
that belong to only one equivalence class. These
are non-ambiguous words that represent the
starting point for the annotation process. Each

such non-ambiguous word is annotated with the
corresponding tag from

�
.

3. The partially annotated corpus from step 2 is
used to learn the knowledge required to annotate
ambiguous words. Equivalence relations defined
by the classes of equivalence ��
�� are used to de-
termine ambiguous words � � that are equivalent
to the already annotated words. A label is as-
signed to each such ambiguous word by applying
the following steps:

(a) Detect all classes of equivalence ��
�� that in-
clude the word ��� .

(b) In the corpus obtained at step 2, find all ex-
amples that are annotated with one of the
tags � 	 .

(c) Use the examples from the previous step to
form a training set, and use it to classify the
current ambiguous instance ��� .

For illustration, consider the process of assigning a
part of speech label to the word “work”, which may
assume one of the labels NN (noun) or VB (verb).
We identify in the corpus all instances of words that
were already annotated with one of these two labels.
These instances constitute training examples, anno-
tated with one of the classes NN or VB. A classifier is
then trained on these examples, and used to automat-
ically assign a label to the current ambiguous word
“work”. The following sections detail on the type of
features extracted from the context of a word to create
training/test examples.

3.1 Examples of Equivalence Classes in Natural
Language Disambiguation

Words can be grouped into various classes of equiva-
lence, depending on the type of language ambiguity.

Part of Speech Tagging
A class of equivalence is constituted by words that
have the same morphological functionality. The gran-
ularity of such classes may vary, depending on spe-
cific application requirements. Corpora can be anno-
tated using coarse tag assignments, where an equiv-
alence class is constructed for each coarse part of
speech tag (verb, noun, adjective, adverb, and the
other main close-class tags). Finer tag distinctions are
also possible, where for instance the class of plural
nouns is separated from the class of singular nouns.
Examples of such fine grained classes of morphologi-
cal equivalence are listed below:
����� = � cat, paper, work �



��� � � = � men, papers �
����� = � work, be, create �
� ����� = � lists, works, is, causes �

Word Sense Disambiguation
Words with similar meaning are grouped in classes
of semantic equivalence. Such classes can be de-
rived from readily available semantic networks like
WordNet (Miller 95) or EuroWordNet (Vossen 98).
For languages that lack such resources, the synonymy
relations can be induced using bilingual dictionaries
(Nikolov & Petrova 00). The granularity of the equiv-
alence classes may vary from near-synonymy, to large
abstract classes (e.g. artifact, natural phenomenon,
etc.) For instance, the following fine grained classes
of semantic equivalence can be extracted from Word-
Net:
�	��

� = � car, auto, automobile, machine, motorcar �
����������� � = � mother, female parent �
�	����� ��� = � begin, get, start out, start, set about, set

out, commence �

Named entity tagging
Equivalence classes group together words that rep-

resent similar entities (e.g. organization, person, lo-
cation, and others). A distinction is made between
named entity recognition, which consists in labeling
new unseen entities, and named entity disambigua-
tion, where entities that allow for more than one pos-
sible tag (e.g. names that can represent a person or
an organization) are annotated with the corresponding
tag, depending on the context where they occur.

Starting with a lexicon that lists the possible tags
for several entities, the algorithm introduced in this
paper is able to annotate raw text, by doing a form of
named entity disambiguation. A named entity recog-
nizer can be then trained on this annotated corpus, and
subsequently used to label new unseen instances.

4 Evaluation

The method was evaluated on two natural language
ambiguity problems. The first one is a part of speech
tagging task, where a corpus annotated with part of
speech tags is automatically constructed. The annota-
tion accuracy of a classifier trained on automatically
labeled data is compared against a baseline that as-
signs by default the most frequent tag, and against the
accuracy of the same classifier trained on manually
labeled data.

The second task is a semantic ambiguity problem,
where the corpus construction method is used to gen-

erate a sense tagged corpus, which is then used to
train a word sense disambiguation algorithm. The
performance is again compared against the baseline,
which assumes by default the most frequent sense,
and against the performance achieved by the same dis-
ambiguation algorithm, trained on manually labeled
data.

The precisions obtained during both evaluations are
comparable with their alternatives relying on manu-
ally annotated data, and exceed by a large margin the
simple baseline that assigns to each word the most fre-
quent tag. Note that this baseline represents in fact a
supervised classification algorithm, since it relies on
the assumption that frequency estimates are available
for tagged words.

Experiments were performed on several languages.
The part of speech corpus annotation task was tested
on English, Swedish, and Chinese, the sense annota-
tion task was tested on English and Romanian.

4.1 Part of Speech Tagging

The automatic annotation of a raw corpus with part
of speech tags proceeds as follows. Given a lexicon
that defines the possible morphological tags for each
word, classes of equivalence are derived for each part
of speech. Next, in the raw corpus, we identify and
tag accordingly all the words that appear only in one
equivalence class (i.e. non-ambiguous words). On av-
erage (as computed over several runs with various cor-
pus sizes), about 75% of the words can be tagged at
this stage. Using the equivalence classes, we identify
ambiguous words in the corpus, which have one or
more equivalent non-ambiguous words that were al-
ready tagged in the previous stage. Each occurrence
of such non-ambiguous equivalents results in a train-
ing example. The training set derived in this way is
used to classify the ambiguous instances.

For this task, a training example is formed using the
following features: (1) two words to the left and one
word to the right of the target word, and their corre-
sponding parts of speech (if available, or “?” other-
wise); (2) a flag indicating whether the current word
starts with an uppercase letter; (3) a flag indicating
whether the current word contains any digits; (4) the
last three letters of the current word. For learning, we
use a memory based classifier (Timbl (Daelemans et
al. 01)).

For each ambiguous word ��� defined in the lexi-
con, we determine all the classes of equivalence �

��
to which it belongs, and identify in the training set
all the examples that are labeled with one of the tags



� 	 . The classifier is then trained on these examples,
and used to assign one of the labels � 	 to the current
instance of the ambiguous word � � .

The unknown words (not defined in the lexicon) are
labeled using a similar procedure, but this time assum-
ing that the word may belong to any class of equiva-
lence defined in the lexicon. Hence, the set of train-
ing examples is formed with all the examples derived
from the partially annotated corpus.

The unsupervised part of speech annotation is eval-
uated in two ways. First, we compare the annotation
accuracy with a simple baseline, that assigns by de-
fault the most frequent tag to each ambiguity class.

Second, we compare the accuracy of the unsuper-
vised method with the performance of the same tag-
ging method, but trained on manually labeled data. In
all cases, we assume the availability of the same lex-
icon. Experiments and comparative evaluations are
performed on English, Swedish, and Chinese.

4.1.1 Part of Speech Tagging for English

For the experiments on English, we use the Penn
Treebank Wall Street Journal part of speech tagged
texts. Section 60, consisting of about 22,000 tokens,
is set aside as a test corpus; the rest is used as a
source of text data for training. The training corpus
is cleaned of all part of speech tags, resulting in a raw
corpus of about 3 million words. To identify classes
of equivalence, we use a fairly large lexicon consist-
ing of about 100,000 words with their corresponding
parts of speech.

Several runs are performed, where the size of
the lexically annotated corpus varies from as few as
10,000 tokens, up to 3 million tokens. In all runs, for
both unsupervised or supervised algorithms, we use
the same lexicon of about 100,000 words.

Training Evaluation on test set
corpus Training corpus built

size automatically manually
0 (baseline) 88.37%

10,000 92.17% 94.04%
100,000 92.78% 94.84%
500,000 93.31% 95.76%

1,000,000 93.31% 96.54%
3,000,000 93.52% 95.88%

Table 1: Corpus size, and precision on test set using
automatically or manually tagged training data (En-
glish)

Table 1 lists results obtained for different training
sizes. The table lists: the size of the training cor-
pus, the part of speech tagging precision on the test

data obtained with a classifier trained on (a) automat-
ically labeled corpora, or (b) manually labeled cor-
pora. For a 3 million words corpus, the classifier rely-
ing on manually annotated data outperforms the tag-
ger trained on automatically constructed examples by
2.3%. There is practically no cost associated with the
latter tagger, other than the requirement of obtaining
a lexicon and a raw corpus, which eventually pays off
for the slightly smaller performance.

4.1.2 Part of Speech Tagging for Swedish

For the Swedish part of speech tagging experiment,
we use text collections ranging from 10,000 words
up to to 1 million words. We use the SUC corpus
(SUC02), and again a lexicon of about 100,000 words.
The tagset is the one defined in SUC, and consists of
25 different tags.

As with the previous English based experiments,
the corpus is cleaned of part of speech tags, and
run through the automatic labeling procedure. Table
2 lists the results obtained using corpora of various
sizes. The accuracy continues to grow as the size of
the training corpus increases, suggesting that larger
corpora are expected to lead to higher precisions.

Training Evaluation on test set
corpus Training corpus build

size automatically manually
0 (baseline) 83.07%

10,000 87.28% 91.32%
100,000 88.43% 92.93%
500,000 89.20% 93.17%

1,000,000 90.02% 93.55%

Table 2: Corpus size, and precision on test set us-
ing automatically or manually tagged training data
(Swedish)

4.1.3 Part of Speech Tagging for Chinese

For Chinese, we were able to identify only a fairly
small lexicon of about 10,000 entries. Similarly, the
only part of speech tagged corpus that we are aware
of does not exceed 100,000 tokens (the Chinese Tree-
bank (Xue et al. 02)). All the comparative evalua-
tions of tagging accuracy are therefore performed on
limited size corpora. Similar with the previous ex-
periments, about 10% of the corpus was set aside for
testing. The remaining corpus was cleaned of part of
speech tags and automatically labeled. Training on
90,000 manually labeled tokens results in an accuracy
of 87.5% on the test data. Using the same training
corpus, but automatically labeled, leads to a perfor-
mance on the same test corpus of 82.05%. In an-



other experiment, we increase the corpus size to about
2 million words, using the segmented Chinese cor-
pus made publicly available by (Hockenmaier & Brew
98). The corpus is then automatically labeled with
part of speech tags, and used as additional training
data, resulting in a precision of 87.05% on the same
test set.

The conclusion drawn from these three experiments
is that non-ambiguous words represent a useful source
of knowledge for the task of part of speech tagging.
The results are comparable with previously explored
methods in unsupervised part of speech tagging: (Cut-
ting et al. 92) and (Brill 95) report a precision of 95-
96% for part of speech tagging for English, using un-
supervised annotation, under the assumption that all
words in the test set are known. Under a similar as-
sumption (i.e. all words in the test set are included
in the lexicon), the performance of our unsupervised
approach raises to 95.2%.

4.2 Word Sense Disambiguation

The annotation method was also evaluated on a word
sense disambiguation problem. Here, the equivalence
classes consist of words that are semantically related.
Such semantic relations are often readily encoded in
semantic networks, e.g. WordNet or EuroWordNet,
can be induced using bilingual dictionaries (Nikolov
& Petrova 00).

First, one or more non-ambiguous equivalents are
identified for each possible meaning of the ambiguous
word considered. For instance, the noun “plant”, with
the two meanings of “living organism” and “man-
ufacturing plant”, has the monosemous equivalents
“flora” and “industrial plant”.

Next, the monosemous equivalents are used to ex-
tract several examples from a raw textual corpus,
which constitute training examples for the semantic
annotation task. The feature set used for this task con-
sists of a surrounding window of two words to the left
and right of the target word, the verbs before and after
the target word, the nouns before and after the tar-
get word, and sense specific keywords. Similar with
the experiments on part of speech tagging, we use the
Timbl memory based learner.

The performance obtained with the automatically
tagged corpus is evaluated against: (1) a simple base-
line, which assigns by default the most frequent sense
(as determined from the training corpus); and (2) a su-
pervised method that learns from manually annotated
corpora (the performance of the supervised method is

estimated through ten-fold cross validations)

Most Disambig. precision
Train. Test freq. Training corpus

Word corpus size sense auto. manual
bass 107 107 90.65% 92.52% 90.65%
crane 200 95 74.73% 71.57% 81.05%
motion 200 200 70.14% 75.62% 88.05%
palm 200 200 71.14% 80.59% 87.06%
plant 200 188 54.36% 69.14% 76.59%
tank 100 200 62.69% 63.69% 76.61%
AVERAGE 184 171 70.61% 76.60% 83.35%

Table 3: Corpus size, disambiguation precision us-
ing most frequent sense, and using automatically or
manually sense tagged data. Automatic corpus an-
notation is performed using knowledge induced from
non-ambiguous equivalents.

4.2.1 Word Sense Disambiguation for English

For this task, monosemous equivalents for six am-
biguous words were determined based on WordNet
synsets. The raw corpus consists of the British Na-
tional Corpus, with about 100 million words, contain-
ing news article, scientific reports, novels, and spo-
ken transcripts. Each monosemous equivalent is used
to extract several examples (consisting of 4 sentences
surrounding the focus word), up to a maximum of 100
examples per word sense.

Table 3 lists the six ambiguous words, the size of
the training corpus automatically generated, the pre-
cision obtained on the test set using: (1) a simple
heuristic that assigns the most frequent sense to all in-
stances; (2) the classifier trained on (2a) automatically
generated corpora, or (2b) manually labeled data.1

The disambiguation accuracy clearly exceeds the
baseline, even for such small amounts of annotated
corpora. While previous results reported in the lit-
erature for these words are sometimes larger (e.g.
(Yarowsky 95)), note that the size of our corpus is
limited to at most 100 examples per word sense, to
allow for a one-to-one comparison with supervised
methods (as opposed to thousands of annotated ex-
amples). Moreover, to avoid the bias introduced by
the “one sense per discourse” paradigm, the exam-
ples that were manually annotated were selected ex-
clusively from individual BNC texts, and therefore the
“one sense per discourse” heuristic did not help the
annotation process.

1The manually annotated corpus for these words is available
from http://www.cs.unt.edu/˜rada/downloads.html



4.2.2 Word Sense Disambiguation for Romanian

Since a Romanian WordNet is not yet available,
monosemous equivalents for five ambiguous words
were hand-picked by a native speaker using a paper-
based dictionary. The raw corpus consists of a collec-
tion of Romanian newspapers collected on the Web
over a three years period (1999-2002). The monose-
mous equivalents are used to extract several examples,
again with a surrounding window of 4 sentences. An
interesting problem that occurred in this task is the
presence of gender, which may influence the classifi-
cation decision. To avoid possible miss-classifications
due to gender mismatch, the native speaker was in-
structed to pick the monosemous equivalents such that
they all have the same gender (which is not necessar-
ily the gender of their equivalent ambiguous word).

Table 4 lists the five ambiguous words, their
monosemous equivalents, the size of the training cor-
pus automatically generated, and the precision ob-
tained on the test set using the simple most fre-
quent sense heuristic and the instance based classi-
fier. Again, the classifier trained on the automatically
labeled data exceeds by a large margin the simple
heuristic that assigns the most frequent sense by de-
fault. Since the size of the test set created for these
words is fairly small (50 examples or less for each
word), the performance of a supervised method could
not be estimated.

Training Most freq. Disambig.
Word size sense precision
volum (book/quantity) 200 52.85% 87.05%
galerie (museum/tunnel) 200 66.00% 80.00%
canal (channel/tube) 200 69.62% 95.47%
slujba (job/service) 67 58.8% 83.3%
vas (container/ship) 164 60.9% 91.3%

AVERAGE 166 61.63% 87.42%

Table 4: Corpus size, disambiguation precision using
most frequent sense, and using automatically sense
tagged data (Romanian)

5 Conclusion

This paper introduced a framework for unsupervised
natural language disambiguation, applicable to ambi-
guity problems where classes of equivalence can be
defined over the set of words in a lexicon. Lexical
knowledge is induced from non-ambiguous words via
classes of equivalence, and enables the automatic gen-
eration of annotated corpora. The only requirements
are a dictionary and a raw textual corpus. The method
was tested on two natural language ambiguity tasks,

on several languages. In part of speech tagging, clas-
sifiers trained on automatically constructed training
corpora performed at accuracies in the range of 88-
94%, depending on training size, comparable with the
performance of the same tagger when trained on man-
ually labeled data. Similarly, in word sense disam-
biguation experiments, the algorithm succeeds in cre-
ating semantically annotated corpora, which enable
good disambiguation accuracies. In future work, we
plan to investigate the application of this algorithm to
very, very large corpora (Banko & Brill 01), and eval-
uate the impact on disambiguation performance.
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